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Q U I C K L Y  T O  T H I S  P A R T

Introduction
This report concerns systems and applications using algorithms and  

Artificial Intelligence (AI) that can impact individuals or groups. 

In their core, these AI systems automate actions and  

decisions which were previously done by humans, or which 

were not possible before. Simply put: it is about algorithms 

and AI. This extends from relatively simple applications, in 

which a single algorithm functions, to complex applications 

of machine learning or neural networks. The risk analysis in 

this report makes no distinction. The Department for the

Coordination of Algorithmic Oversight (referred to in this 

report by its Dutch initialism ‘DCA’) of the Dutch Data 

Protection Authority (referred to in this report by its Dutch 

initialism ‘AP’) monitors the possible effects of the use of 

algorithms and AI on public values and fundamental rights. 

The DCA will periodically report on this in the AI &  

Algorithmic Risks Report Netherlands (ARR). In doing so,  

the AP contributes to more responsible use of algorithms. 

 

The AI & Algorithmic Risks Report Netherlands (ARR) 

describes risks and trends and developments in these 

risks. Relevant algorithmic risks are those that may affect 

individuals, groups and individuals or society and could sub-

sequently disrupt the latter. The DCA has drafted this  

AI & Algorithmic Risks Report Netherlands (referred to 

hereinafter as ‘this report’) to make relevant stakeholders – 

private and public organisations, politicians, policymakers 

and the public – aware of these risks in a timely manner 

so that preventative action can be taken. There are two 

comments that must be made when describing trends and 

developments in the risks. First, it can be noted that the use 

of algorithms and AI not only poses risks but can also make 

positive contributions to society, including to strengthen 

public values and fundamental rights. However, given the 

role of the AP in algorithm monitoring, the emphasis is on 

mitigating and controlling said risks. Secondly, this periodic 

report is focused on trends and developments in algorithmic 

and AI risks, which means that certain elements are empha-

sized, in addition to the structural risks that are present.

This report does not contain any predictions. Using current 

knowledge and available information, the AP aims to provide 

a compact and understandable overview of the current risks 

and control challenges associated with the use of algrithms. 

 

Where possible, the AP proposes policies that can mitigate 

risks. The analyses and recommendations presented in this 

report offer organisations and policymakers insights into 

how to reduce the probability of the development and use 

of algorithms having undesirable effects on fundamental 

rights, public values and fundamental freedoms. In addition, 

this report also provides a method to improve understanding 

of algorithms and strengthen dialogue about opportunities 

and risks of algorithms in society.

In this report. The first chapter of this report outlines the 

most recent overarching developments for the Netherlands 

in the use of algorithms and their risk management. The 

second chapter describes the developments and challenges 

of generative AI and foundation models. The third and fourth 

chapters are thematic and discuss algorithms and AI in the 

workplace and in education. Finally, the fifth chapter focuses 

on policy development and institutional frameworks at 

national and international level.









Algorithmic supervision under 
construction

The ARR remains a work in progress and can contain 

errors. The Netherlands aims to be a global leader in 

working on careful control of algorithms and AI, so 

that their deployment is beneficial for people and 

society. The start of coordinating algorithm monitor-

ing at the AP in 2023 and the periodic and systematic 

analyses in this ARR are an example of this. The DCA 

started in January 2023 and is still under construction. 

The first edition of the RAN, which was published in 

July, discussed the work of the DCA in more depth.

This is the second edition of the RAN, which will 

be published every six months. The content in this 

edition is based on the knowledge that is being 

obtained through the AP’s supervisory network. 

This includes analyses by agencies, its own observa-

tions and discussions with more than 100 relevant 

national and international organizations. However, 

the developments are moving quickly and the full 

picture is still incomplete on many fronts. With this in 

mind, the AP is still trying to provide the best possible 

complete picture of current risks and developments 

in measures to control and mitigate risks. And also to 

link policy recommendations to risks and measures in 

a constructive manner. However, errors or omissions 

in this ARR are possible. 

We welcome your comments on this report and any 

suggestions for improvements. Please email these to  

dca@autoriteitpersoonsgegevens.nl.
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Key messages 

1. The overarching risk profile mandates a call 
for action.

The cautious estimate is that the risks of algorithms and AI 

have increased over the past year. An important reason for 

this increase is that new, generative AI systems are rapidly 

coming onto the market and are increasingly being used 

in organizations. Although improved risk management is 

being worked on, these improvements can not seem to keep 

up with the pace of innovation. This is partly because legal 

frameworks and product standards are still in development. 

Adequate risk management is important to improve trust 

in this technology and unlock opportunities to innovate. 

This also applies to the use of new technologies when risks 

are still unidentified and citizens may encounter potentially 

negative effects more often.

2. There is a lack of knowledge about where and 
when risks and negative effects can occur. 

Only a few regulators and authorities in the Netherlands are 

currently receiving signals or complains from citizens about 

incidents with algorithms and AI within their field of exper-

tise. This may be due to a lack of transparency about the use 

of algorithms and AI and a lack of reporting obligations for 

organizations. At the same time, an increasing number of 

AI incidents are getting attention around the world, partly 

due to the emergence of generative AI. The Dutch algorithm 

register for government organizations is important for 

increasing the transparency of impactful algorithms that 

are being used. The AP observes a significant increase in 

the number of registered algorithms in the second half of 

2023. It is important that government organizations increase 

their registrations in this register to promote transparency. 

And that the proposed mandatory registration of high-risk 

government applications of algorithms and AI results in a 

concrete proposal soon.

3. Preparing the Netherlands for the future 
through a master plan for algorithms and AI. 

New applications of algorithms and AI attract a lot of  

attention. The use of these new applications will take further 

flight in the coming months and years. A more coherent  

efforti s needed to get a grip on the use and risks of  

algorithms and AI in order to reap their benefits as a society.  

This involves more than just the establishment of super-

vision. There are many actions possible and needed, it is 

important to have a comprehensive approach regarding the 

economic, safety, social and fundamental rights perspec-

tives. The AP recommends the development of a Dutch 

“master plan” for algorithms and AI, which focuses on five 

mail elements: (1) human control, (2) secure applications and 

systems, (3) organizations in control, (4) national ecosystem 

& national infrastructure and (5) international standards 

and cooperation. This master plan, with similarities to the 

famous Dutch Delta plan, must be seen in the context of the 

European market and the open Dutch economy. Chapter 1 

discusses this recommendation in more detail.

4. The versatility of generative AI requires  
appropriate supervision.

The adoption of generative AI in the Netherlands is wide-

spread and fast. When using generative AI, questions arise 

about the legality of these systems and applications.  

New systemic risks and user risks are also areas of great 

concern. It is important to continue working on the concre-

tization of the European supervision of foundation models 

(which are the basis for applications of generative AI) and 

the supervision of organizations that develop these models. 

The AI Act provides a basis for regulation of these models 

and organizations. Chapter 2 discusses this in more detail.

5. More and more workers are being managed 
by algorithms. 

From bus drivers to service technicians to health care  

workers: algorithms and AI play an increasingly important 

role in the management of labor. This increase is visible both 

in platform work and in traditional jobs, and this can be  

beneficial for workers, if for example it increases their physical 

 safety. However, it can also have negative consequences for 

work pressure and personal autonomy of workers, employ- 

ment rights of workers and in the assessment of work 

performance. Currently, European legislation for algorithmic 

management in platform work is being discussed. The AP 

sees opportunities and the need for an increase in transpar-

ency and the contestability of the role of algorithms in labor 

management. Chapter 3 discusses this in more detail.

6. Learning instruments and materials for  
students are increasingly influenced by  
algorithms and AI.

Even more algorithms and AI are being used in education: 

from individual adaptive learning systems in primary school 

to analytical tools in higher education to promote the 

progress of students through their educational programs. 

However, there are many reasons why educational profiling 
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or prediction does not fit well with a student’s situation. 

Careful embedding of AI into the educational approach and 

an awareness of the limitations of these applications among 

teachers and school boards is therefore crucial. The AP advises 

 educational institutions to include AI deployment and AI 

management processes in the design of the ICT strategy, 

with sufficient support from internal or external expertise. 

In addition, AI knowledge among teachers also needs to be 

increased. Chapter 4 discusses this in more detail.

7. The foundation for the oversight of  
algorithms and AI is almost ready, it is  
now time for further construction work. 

A political agreement at the European level on the AI Act 

was reached on December 9th. Development on the level of 

detail will follow in the coming months to allow the AI Act  

to enter into force by mid-2024, followed by a transitional 

period before the rules will be applied. This is an important 

step that will contribute to the responsible use and control 

of AI. Future experience will have to determine whether 

regulation will provide an adequate basis for safe use of  

algorithms and AI. In the Netherlands, supervisory authori-

ties are jointly preparing for the corresponding supervisory 

task under the AI Act. However, control of algorithms and  

AI requires more than just product-level supervision.  

It is important to also work on internal supervision and 

external control at an organizational level. An investment 

is also needed in cooperation between authorities so that 

citizens can submit complaints or there are signals to detect 

and address algorithmic abuses. Therefore, based on its task 

of coordinating algorithm, the AP aspires to facilitate these 

developments. Chapter 5 discusses this in more detail.
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1. Overarching developments 
Main points

Risks from algorithms and AI remain present in the  

Netherlands and are even increasing, but steps are being 

taken to address these risks structurally. Developments 

are continuing rapidly. Where language models broke 

through for the general public a year ago, these models are 

now more sophisticated and can be applied in even more 

ways. At the same time, through this attention and broad 

application, we see that not only known, but also unknown 

risks, are materializing.

The OECD AI Incidents Monitor shows a significant 

increase. This OECD monitor is about global incidents 

described in news articles1. Graph 1 shows the strong growth 

of incidents – a ten-fold increase (961 %) compared to last 

year. The increasing number of known AI incidents shows 

the various risks to public values and human rights. So many 

more incidents have probably come to light in 2023 because 

generative AI is increasingly being deployed and this has 

consequently received a lot of attention in 2023. It also shows 

that many risks are as yet unseen or are poorly predicted and 

these incidents are probably the tip of the iceberg.

 

Dutch citizens have become increasingly negative about 

algorithms in recent years. In 2023, for the first time, more 

Dutch people think that algorithms for society are bad  

(26 %) rather than good (22 %) (Graph 1). This structural 

decrease goes hand in hand with increasing awareness of 

algorithms, from around 45 % in 2019 to more than 70 % in 

2023. A study by KMPG, conducted by Motivaction, shows 

these results. It fits in with a broader picture in which 22 % 

of Dutch people have decreased trust in algorithms in 2023. 

... and an increasingly negative 
view of the value of algorithms for society
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20%

10%

Bad

Good

0%

30%

40%

Answer to question: Are algorithms good or bad for society?Registered AI incidents per month (worldwide, 3 month average)

2018 2019 20212020 2022 2023

200

100

0

300

400

500

600

More and more AI-incidents 
are being reported worldwide ...

G R A P H  1 :  A I  I N C I D E N T S  A N D  P U B L I C  I M A G E  O F  A L G O R I T H M S

S O U R C E :  O E C D  A I  I N C I D E N T S  M O N I T O R  ( A I M )  A N D  K P M G  ( 2 0 2 3 )  -  A L G O R I T M E  V E R T R O U W E N S M O N I T O R

Q U I C K L Y  T O  T H I S  P A R T
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Whereas in 2022, 21 % of Dutch people still had a positive 

attitude towards the use of algorithms within implementing 

organizations, this decreased to 10 % in 2023. Additionally,  

a similar decline can be observed for banks and insurers.  

In the other hand a positive attitude towards the use of  

algorithms in retail organizations increases (up to 29 %). 

In 2023, the structural and cross-organisational control of 

algorithms started at national and international level.  

Due to the rapid development of algorithms and, for  

example, language models, the awareness is that mastery 

cannot be left behind and is structurally necessary. Both at 

the level of individual systems and applications, at organisa-

tional level, and at transcending national and international 

level. Two examples illustrate how this control slowly begins 

to take shape: the start and growth of the algorithm register 

in the Netherlands and the entry into force of the Europe-

an Digital Services Act (DSA). The algorithm register offers 

public organisations the opportunity to register impactful 

algorithms and provide the public insight. This provides 

transparency for citizens and interested experts, journalists 

and politicians. It also forces public organizations to gain an 

insight into their own systems, applications and processes. 

Therefore, this directly contributes to the control of algo-

rithms. The DSA regulates large digital platforms, especially 

in the field of social media, and forces these providers to 

address risks and provide greater transparency. From these 

actions we see a start in making the risks of using AI and 

algorithms manageable. More registration, transparency and 

monitoring will probably also lead to increased awareness  

of incidents, where they have not been revealed to date.

Identifying and managing the risks of algorithms and AI 

gains wider international attention, helping to achieve 

common understanding, language and tools. Within the G7, 

since May 2023, the Hiroshima AI Process has been working 

on international principles and a voluntary code of conduct 

for developers that complement existing regional initiatives 

such as the European AI promotion. In October 2023, the 

United Nations created an AI Advisory Body to advise on an 

international and inclusive governance of algorithms and AI. 

These initiatives come in addition to existing global coopera-

tion within UNESCO and the OECD.

An AI Safety Summit in the UK focused on the risks of 

groundbreaking AI systems and will be followed up in the 

coming year. The idea behind the AI Safety Summit is that 

the risks of groundbreaking AI systems can have an impact 

on public values and fundamental rights (transparency, 

explanation, honesty, non-discrimination, etc.) as well as 

threatening the intrinsic safety of people through unforeseen 

consequences. In the final statement, 29 countries, including 

the Netherlands, point to risks in the field of cybersecurity, 

biotechnology and disinformation that can be catastrophic 

in the end. It is noted that these risks may arise both from an 

accident and from deliberate misuse of these groundbreaking 

AI technologies. The conversation that took place during the 

safety summit emphasizes that one type of risk does not 

exclude the existence of another type of risk. Given that the 

negative risks to public values and fundamental rights are 

already materializing, these are also acute. In order to talk 

about the different types of risks of algorithms and AI,  

it helps to have a risk matrix. The DCA provides a first step  

to this, whereby risks can be distinguished by two axes: cause 

(abuse of AI, direct unmanaged and uncontrolled effects,  

and indirect effects) and impact (on fundamental rights and 

values of people and society, life-threatening impact on 

people and humanity), see Graph 2.

  

Impact on 
public values and 

human rights 
in society

Impact

Cause

• Disinformation
• Fraud and threats
• Market manipulation

• Biological and chemical 
terrorism

• Development of weapons
• Cyber attacks

• Loss of control over AI

• Labour market
• Market power

• Bias and discrimination
• Transparency, explainability, 

accountability
• Privacy
• Right of ownership

Life threatening 
impact for humans 

and humanity

G R A P H  2 :  A L G O R I T H M S  &  A I -  C O N C E P T U A L  R I S K S  M A T R I X

Indirect effectsInadequate design of 
system and process

Abuse of AI
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In the United States, the White House has taken concrete 

action that will affect the use of algorithms and AI within 

the federal government in the coming years. The White 

House pays extensive attention to the control of algorithms 

and AI in a recently published executive order2. President 

Biden talks about AI as one of the most important technol-

ogies of our time: “The President has been clear that we must 

seize the opportunities AI presents while managing its risks.”

Algorithm cases

Recent case studies show that possible undesirable ef-

fects of algorithms are not always easy to assess.  

The Netherlands Institute for Human Rights [College voor de 

Rechten van de Mens] has published information in recent 

months on two cases in which an algorithm is central and 

which have been brought to the attention of the Institute.  

In the two cases, anti-cheat software at the VU University 

Amsterdam and the dating app4 Breeze, the Netherlands 

Institute for Human Rights delivered a judgment. A con-

sequence of both judgments is that they provide relevant 

insights into the control of algorithms. In the Breeze case,  

it is important to note that the company itself has proactively 

asked for a judgement from the Institute on how it intends 

to correct its algorithm and remove possible discrimination. 

This proactive step is welcomed by the AP because it can 

minimise negative impact at an early stage. According to the 

Institute, Breeze must adapt the algorithm used to prevent 

discrimination, by introducing people with dark skin tone and 

of non-Dutch origin just as often to other users as people of 

light skin colour and Dutch descent. In the anti-cheat-soft-

ware case5, a student felt discriminated by the system that 

was used for taking online exams at VU Amsterdam.  

She experienced problems because, from her point of view, 

the software did not recognise her face because of her dark 

skin tone. The Institute’s final judgment was that there was 

no demonstrable discrimination in the particular case of the 

applicant. The university showed that the student had not 

experienced anymore problems during her exams than the 

other students and that the problems were not caused by 

her skin colour. The Institute however stresses that the use 

of such systems and/or applications in other cases can lead 

to discrimination. It also shows why it is important for those 

involved to know that when they come into contact with AI 

or algorithms. So that they can contest any outcome or ask 

for accountability for the deployment of such systems. 

Problems are also detected abroad and the impact of  

unmanaged algorithm risks is felt. Two recent examples 

stand out: the “Robodebt scandal” in Australia and the anti- 

fraud approach by the Department for Work and Pensions in 

the UK. Both cases show that the risks and effects that have 

occurred explicitly in the Netherlands also occur elsewhere. 

The Australian Robodebt scandal shows the consequences 

of automated decision-making without human supervision 

and without a safety net for model errors. The Robodebt 

scandal shows similarities to the Dutch surcharges affair in 

terms of impact generated. In this case, uncontrolled algo-

rithmic decision-making has had a major impact on people’s 

lives. In the Robodebt scandal, income figures from annual 

tax returns of people with benefits were compared with the 

biweekly declaration of income with the benefit agency and 

this was fully automated. If the figures from the two data 

streams did not match, an algorithm calculated that some-

one had received too much in benefits and that they would 

have to repay. Then entirely automatically, without the 

authorisation of an official, a letter containing the amount 

due was sent to the ‘debtor’. However, the model did not take 

into account fluctuations in income, such as for seasonal 

workers. These groups with a fluctuating income were thus 

wrongly imposed huge recovery fines. These recovery fines 

have led to major personal problems for victims with a very 

large impact on this group and their families.

The focus on the use of an anti-fraud algorithm by the 

Department for Work and Pensions (DWP) in the United 

Kingdom shows the importance of adequate control to 

avoid ambiguity about fairness. The DWP has been strongly 

committed to the use of algorithms to combat benefit fraud. 

During the same period, the benefits of a large number of 

Bulgarian women living in the UK were discontinued. This 

does not necessarily mean that there is discrimination but 

the problem is that the DWP itself does not know. The DWP 

indicated that it was limited to the testing for unfair out-

comes of the algorithms used and that the results of its own 

fairness tests are not clear. This indicates a lack of proper 

control measures and therefore irresponsible algorithm use.

 

In 2023, visible auditing and evaluation of the use of 

algorithms took place in large municipalities. Not only by 

municipalities themselves but also by controlling organ-

isations that are close to municipalities. For example, the 

Amsterdam Court of Audit [Rekenkamer Metropoolregio 

Amsterdam] recently published the study ‘Algorithms’6. The 

Court concludes that, in the municipality of Amsterdam, 

the management framework and practice still pay little at-

tention to three points: (1) the fairness of algorithms, (2) the 

privacy protection of citizens and (3) the openness about the 

development and application of algorithms. These concerns 

are probably not only relevant for the municipality of  
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Amsterdam but also for other municipalities and similar 

public and private organisations. In line with this, Algorithm 

Audit has also provided advice in the report ‘Risk profiling 

re-examine social assistance benefits’7. This advisory report 

states that algorithmic risk profiling can only be used under 

strict conditions for the process of selecting citizens with 

social assistance benefits for re-examination. The report 

indicates that a combined use of different selection meth-

ods is desirable to break tunnel vision and feedback loops. 

Additionally, one condition is that support algorithms for 

the selection of citizens must be explained for re-examina-

tion. On the other hand, complex training methods cannot 

comply with this.

It is positive that the search is being carried out for  

connecting points, building blocks and tools to control  

the use of algorithms in municipal processes. At present, 

many audits and evaluations will show that control as a 

whole is still insufficient. These outcomes should be used 

as basis in order to achieve concrete and specific improve-

ments in control elements. It is important to prioritise  

those areas that have the most impact on citizens.

 

In 2023, more than 40 % of Dutch regulators investigated 

the impact and use of algorithms and AI. A survey was  

carried out by the AP among 24 Dutch regulators, to gain 

more insight into the role of algorithms and AI in the areas 

where supervision is carried out. Interestingly, the investi-

gation by supervisors reveals algorithm risks. For example, 

last June, the Dutch Authority for Consumers & Markets 

addressed8 web shops that use misleading countdowns. 

On some websites, in addition to online offers, you can 

sometimes see a countdown timer and if the time is up, the 

offer would no longer be valid. Unfortunately, the timer puts 

pressure on consumers to make purchases faster. However, 

research showed that the offers on certain web shops  

continued to exist after the end of this countdown.

Due to a lack of complaints and reports, few cases come  

to the attention of a supervisor. The National Institute for 

Human Rights [College voor de Rechten van de Mens] is one of 

the regulators that has received reports of possible discrimi-

nation in which an algorithm is involved. A recent opinion on 

the use of anti-cheat software can be found in this report in 

the section ‘Casuistic algorithms’. This case clearly shows that 

the demonstration of discrimination in the use of algorithms 

remains a complex matter. Supervisors need specific knowl-

edge of both the sector, the impact and the technology used. 

Chapter 5 deals with the results of the survey.

Risk management in generative AI

Generative AI puts existing frameworks to the test.  

Generative AI systems or models produce or manipulate 

material such as images, audio or text. These technologies 

have been one of the most eye-catching developments in 

algorithms and AI in 2023. 

Organisations that want to develop or deploy generative 

AI can partly rely on existing regulations, management 

measures and standards. However, concrete or additional 

measures, frameworks – or plugins – are needed to use 

these new technologies responsibly. Frameworks that are 

tested at multiple levels are, for example, organisational and 

legal frameworks, but also thinking frameworks and techni-

cal frameworks or standards. A first step is to comply with 

current frameworks such as the GDPR.

Organisations must already work on sufficient knowledge 

and a mature organisation. While regulations, management 

measures and standards are still in development, organisa-

tions can already take steps to achieve an adequate form of 

risk management for the deployment of generative AI.  

• Algorithmic literacy within organizations must be at 

a sufficient level. This means that everyone involved in 

the development, deployment and use of algorithms 

must have sufficient knowledge of the technology, 

deployment and risks, including the final users and the 

people who make decisions in an organisation. In man-

agerial positions, there must be knowledge about how 

an AI model is created, in order to determine whether 

or not it is appropriate to use it for a particular purpose. 

This is all the more important because foundation 

models are designed for versatility. 

•  Also, an organisation must be sufficiently mature 

and have the right people, knowledge and ‘checks 

and balances’ in-house. This also means that the 

advice of strategic advisors and opinions of citizens or 

consumers should find resonance in an organisation. 

Control of generative AI applications is still in its infancy. 

Existing control tools do not fit well with the risks of genera-

tive AI. It is partly due to this reason, that the AI Act has been 

extended to include a specific supervisory regime for founda-

tion models (generally purpose AI models), which will need to 

be more concrete in the coming period. In the development 

of these instruments, the AP sees room for at least four 

points to be taken into account. Until these control measures 

are sufficiently developed and embedded, caution is needed 

in the development and deployment of generative AI.
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• Customisation is needed in the form of an impact 

assessment for generative AI that matches existing 

and future impact assessments (DPIA, IAMA, FRIA). 

Allows organisations to identify, mitigate and account 

for the potential risks of the application and concrete 

deployment of generative AI in advance. There is no 

impact assessment that specifically takes into account 

certain characteristic use and concentration risks that 

apply to applications and concrete deployment of 

generative AI. 

• Auditing standards for algorithms need to be further 

complemented and conceived for the auditing  

of applications and concrete deployment of  

generative AI. When these systems and applications 

are deployed then risks, effects and measures should 

be monitored periodically. For example, through audits 

and this requires auditing standards. Currently, these 

standards are in development for algorithms. These 

audit standards can, in principle, also be applied to the 

concrete use of generative AI but must be focused on 

the specific characteristics.  

• Transparency of generative AI systems and applica-

tions is an important issue that needs to be made 

more concrete. A lot of research is being done on 

technical solutions and guidelines for transparency. 

However, the current versions of well-known systems 

and applications are often limited in transparency 

about the origin and use of data, impact, feedback 

loops and other elements that are important for 

responsible deployment and control. 

• Developers must carry out a risk analysis to identify 

and mitigate the reasonably foreseeable effects 

of the models they have developed in different 

applications. When generative AI is applied in specific 

sectors, products or applications, a number of risks 

are foreseeable for the developer. Developers can 

reasonably be expected to be familiar with this and 

take mitigating measures. Furthermore, developers 

need to be transparent to organisations that will use 

their models. In this way, organisations can adjust 

their procurement, control and measures accordingly. 

A ‘manual’ to the generative model can help an end 

user to determine whether the model is suitable and 

whether there are any dangers in the deployment of 

the model for different purposes. 

Inspiration for mitigating algorithm risks can also come 

from other areas. A proven method for mitigating algorithm 

risks in the financial sector is the use of circuit breakers. 

These automatically shut down processes – in this case the 

trading on financial exchanges – if the risks exceed prede-

termined limits. This approach, an emergency brake after 
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exceeding a threshold, can also be used in other areas to 

mitigate known risks with not always known effects.  

The DSA supervision of very large online platforms also 

provides inspiration for the approach and supervision of very 

large organisations that develop and/or deploy algorithmic 

systems or applications. Chapter 5 provides more informa-

tion about the DSA.

Transparency as a basis

The AP is positive about the growing number of  

registrations in the national algorithm register. Since the 

first edition of the ARR was released in July 2023, dozens of 

registrations have been added to the algorithm register of 

algorithms used in the public sector. In total, around 190 

algorithms were registered in November 2023 (see Graph 

3). However, this is only a small part of actual high-risk algo-

rithms. In order to ensure that all government organisations 

are transparent about the use of impactful algorithms, the 

AP calls for quickly clarification of the envisaged obligation 

to register such high-risk algorithms in the public sector.  

As the upcoming AI Act entails registration obligations for AI 

system providers, it is obvious that a proposal for complete 

or partial registration obligation in the national algorithm 

register follows quickly. The DCA also recommends prior-

itising algorithms with evidently high risks for publication in 

the Algorithm Register. Registered algorithms are still often 

medium-risk or low-risk algorithms. The designation of high-

risk systems under the AI Act could be instrumental for that 

prioritisation.

The DSA requires very large platforms and search engines 

to be transparent about their algorithmic risks. Providers 

such as Instagram, TikTok and Google Search must map, ad-

dress and publish systemic risks of their services under the 

DSA. The DSA regulates digital services and the correspond-

ing rules will apply to regulated organisations in the EU by 

mid-February 2024. These include risks such as spreading 

disinformation and influencing elections, but also negative 

effects on fundamental rights, such as the right to privacy, 

freedom of expression and non-discrimination. This includes 

the risks of using, for example, recommendation algorithms 

or algorithms to block online content. Digital service provid-

ers should also regularly disclose how they moderate illegal 

content or disinformation and explain the algorithms they 

use for that purpose. In fact, the DSA forces large platforms 

and search engines to control the risks of the algorithms 

they use and new supervision is being organised.

Algorithm distortion

The use of algorithms in existing processes can lead to a 

radical change in character. Algorithms are never neutral, 

i.e. they can change the context of their efforts. We call 

this algorithm distortion and it can occur in different ways. 

Inadvertently, or in the form of a conscious adaptation to the 

environment in order to allow an algorithm to function.

Intended algorithm distortion is often due to algorithms 

needing data to function. An illustration of this could be 

bus services where travellers have to sign up for a ride. 

Travelers indicate by phone or via an app what time they 

want to get to which stop and where they want to go. These 

notifications provide data for an algorithm that determines 

the most efficient route for the bus at short intervals: stops 

without registration are skipped because it saves fuel and 

Registered algorithms**

Registration of algorithms 
increases...

... but main registrants are the four biggest municipalities
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G4 municipalities (4)

National government organizations (11)

Other municipalities (13)

Regional government organizations (4)

Provinces (2)

Ministries (2)

Water boards (2)
Oversight, supervisory      

authorities and inspectorates (2)Sep 23

Registered algorithms*

G R A P H  3 :  I N C R E A S I N G  U S E  O F  D U T C H  N A T I O N A L  A L G O R I T H M  R E G I S T E R

*) from march 31st until October 31st 2023 **) Reference data: November 6th, 2023. Number of organizations with one of more algorithm registered per category 
(for example: 2 provinces have jointly registered 9 algorithms).
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time. However, passengers cannot simply stand at the stop 

and take the next bus. Because they have to register, such a 

bus service shifts somewhat from being public transport to  

a taxi service. This is an algorithm distortion.

Unintended algorithm distortion occurs when algorithms 

accelerate one process, while related processes are not  

accelerate. For example, scan cars with image recognition 

can check the streets of a city faster for parking violations 

than a parking officer. However, if notification of offenders 

does not accelerate, a violation – before anyone gets the 

chance to rectify that violation – has been detected and 

punished more often than in a similar process without  

algorithmic use. As a result, the relationship between help-

fulness and punishment in enforcement practice becomes 

very different. This is also an example of algorithm distortion. 

A good awareness of the function of processes within an 

organisation and their context gives insight into algorithm 

distortion, prior to the use of algorithms. Bus services that 

see ‘predictability’ and ‘accessibility’ of public transport as 

important functions may opt for an old-fashioned timetable 

instead of a route algorithm that skips empty stops.  

Parking organisations that realise that checking and  

collecting fines are connected to offenders know that more 

intensive checks require and regulate adjustments in those 

adjacent processes.

Control measures in practice

Some control measures are easier said than done:  

two major operationalisation challenges concern the  

completion of bias and fairness testing and the completion  

of meaningful human intervention. Both topics receive a lot 

of attention and are central to many frameworks and discus-

sions about management measures. However, it is difficult 

to make these subjects concrete. However, this is required of 

organisations when applying open standards.

Preventing bias and unwanted discrimination is essential 

for the deployment of reliable and sustainable application 

of algorithms and AI. In its publication on non-discrimina-

tion in algorithms the Rathenau Institute notes that – in the 

context of algorithm testing – there is uncertainty about 

the precise meaning of discrimination (operationalisation 

of fairness metrics) and the use of algorithmic systems by 

definition poses the risk of indirect discrimination. A first 

step therefore, is to open a discussion on what level of risk 

(political or organisational) is considered acceptable when 

using learning algorithms. A second step is an answer to the 

question of which fairness metric – for example, the degree 

of deviation in the percentage of false positives among 

different groups – is suitable for which types of algorithmic 

processes. In line with this, the governmental Audit Office 

(Auditdienst Rijk) recently revised its research framework 

Algorithms9. In this context, seven management measures 

are provided for the bias and discrimination sub-area. These 

measures are formulated in such a way that they are or can 

become verifiable.

 

 

Meaningful human intervention requires a lot from an  

organisation. Humans cannot become “stamping  

machines”. When parts of processes are automated through 

the use of algorithms, this often affects the entire process. 

Due to the decoupling of components, the interaction 

between man and machine is of great importance. This 

requires careful organisation of processes, including human 

intervention for impactful decisions. This is even mandatory 

under certain circumstances under the General Data Protec-

tion Regulation (GDPR), such as automated decision-making. 

How this human intervention can be made meaningful and 

concrete often seems to be a journey of discovery at a given 

moment. At the core, meaningful human intervention will  

at least mean that humans can make an independent judg-

ment (based on expert judgement) and have the expertise to 

control the machine, but can also do the process manually 

without the intervention of an algorithm. As a result, people 

remain in control of the entire process and retain knowledge 

of the decision, but also about possible errors or undesirable 

effects. This provides a guarantee for the popular term “the 

human measure”. Organisations must organise their process-

es and workforce in such a way that this meaningful human 

intervention is possible in the process. And that there are 

employees with sufficient knowledge and powers to be able 

to do this. Workers who have to check automated decisions 

under pressure with insufficient expertise run the risk of 

becoming a ‘human stamping machine’, thus eliminating 

meaningful human intervention.
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The first algorithm officers  
are appointed 

The AP has called on organisations to improve their 

grip on algorithms on their own initiative. A key 

message in the first ARR (summer 2023) was that in 

many cases the control of algorithms is not yet at a 

sufficient level, although this is becoming increas-

ingly important. A related observation was that 

organisations insufficiently evaluate the existing use 

of algorithms and also reflect too little on this.

Some organisations are now working on appoint-

ing an internal regulator of algorithms or an official 

algorithms. The AP welcomes the fact that organisa-

tions are taking responsibility in this way.

Different organisations shape such a function 

in different ways. There is no legal obligation to 

describe the tasks of such a function. Some organisa-

tions create a new position with a separate appoint-

ment while other organisations extend the tasks of 

the Data Protection Officer (DPO). The protected role 

that the FG has within an organisation can also serve 

as an inspiration for how this new function can take 

shape. The officer will then have to have additional 

knowledge and skills in order to be able to fill the role 

properly.

How these new functions take place must be 

shown in practice. In any case, there are a number 

of ways in which an official can give the algorithms 

or internal algorithm supervisor merit. First, by col-

lecting information within the organisation, creating 

an overview of all algorithm usage that takes place 

and keeping track of that overview. Secondly, by 

setting up a group in which all organizational parts 

that use algorithms are represented and all relevant 

expertise is brought together. So that people within 

the organisation can learn from each other and there 

is a shared vision of the algorithm use within the 

organisation. Thirdly, by translating such a vision into 

a clear policy, with clear rules for the entire organisa-

tion. However, it is important that the staff member 

can rely on a firm and clear mandate of the summit 

of the organisation and to anchor the position in 

terms of responsibilities, powers and resources that 

are available.

The DCA will continue to work on the operation-

alisation of this supervisory and control issue. The 

DCA wants to further explore the origin and possible 

role of the algorithms officer – or whatever name is 

given to it. That is why the DCA will organise a meet-

ing in 2024 for people who are algorithm officers or 

perform a similar function.
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Secure applications and 
systems
All impactful applications and systems that use algorithms 
and AI are safe, also with regard to fundamental rights and 
public values.

↑ Number of registered applications and systems
↓ Number of reported incidents

•  Private and/or public-private support initiatives that
 contribute and stimulate
•  Investments in sufficient supervisory capacity

Actions

Indicators

Goal

Masterplan algorithms  & AI: Ambition for 2030

Human control

Organisations in control
Organisations are fully – and at all stages – in control of 
the use of algorithms and AI in their processes and the 
consequences of their application.

↑ Number of impact assessments and evaluations performed
↑ Period audit reports show organisational improvement

•  Clear action plans and guidance for all economic sectors
•  Supervisory framework on organisational risk management

Actions

Indicators

Goal

National ecosystem and 
infrastructure
Algorithms and AI contribute in a safe way to Dutch welfare, 
wellness and stability.

↑ Dutch performance on an international “broad index” 
 of algorithm/AI maturity and leadership

•  Innovation agenda that contributes to these goals along 
 the full spectrum
•  Build-up of knowledge through scientific research and AI 
 centres of expertise

Actions

Indicators

Goal

Actions

Indicators

People have sufficient knowledge to safely use algorithms 
and AI, and are sufficiently protected against the risks of 
algorithms and AI.

↑ Knowledge within Dutch society 
↑ Trust in algorithms and AI

• Education of young, working-age and elderly people
• Accessibility of  complaints offices and clear follow-up
• Algorithmic transparency

Actions

Indicators

Goal

International standards and 
cooperation

Monitoring 
and control

Addressing global interconnectedness in AI-systems through 
global standard setting and supervision; alignment of EU AI’s 
Act with European Charter.

↑ Global stability of AI systems
↑ Effective European cooperation on AI topics
↑ Dutch influence on AI regulation

•  Focus on safeguarding public values and fundamental 
 rights in AI regulation
•  Contribute to international knowledge sharing and 
 cooperation

Substantial yearly improvements 
to reach ambition in 2030.

Goal

G R A P H  4
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Master plan for the control and use 
of algorithms and AI

Inspired by previous major societal challenges, a strategic 

master plan, in light of the Dutch delta plan, has to be con-

sidered for controlling and using algorithms and AI in the 

Netherlands. More information on the historical meaning 

of the Delta plan can be found in the additional box in 

this chapter. The Scientific Council for Government Policy 

(WRR) has previously pointed out that embedding a system 

technology such as AI requires a long-term interaction of 

society and technology to guide the implementation of such 

a technology. In particular, governance and infrastructure 

are important components of such a plan. With initiatives 

like the 2022 Work Agenda Value-driven Digitalization 

[Werkagenda Waardengedreven Digitaliseren] and the 2019 

Strategic Action Plan for Artificial Intelligence [Strategisch 

Actieplan voor Artificiële Intelligentie], the Dutch govern-

ment has already taken some first steps. The Dutch gov-

ernment should take the next step through enriching and 

bringing these initiatives together and combine them with 

the latest developments and regulations, such as generative 

AI and the upcoming AI Act. The master plan that will be cre-

ated from these efforts should be seen as a concretization of 

specific steps and a vision for Dutch society, while facing the 

challenges and changes that algorithms and AI are bringing 

to the Netherlands.

A master plan with targets for 2030 can offer a vision and 

a horizon. As a coordinating supervisor of algorithms and AI, 

the AP has some initial ideas. Such a master plan is explicitly 

about more than all the organization of both internal and 

external supervision. The master plan must also be seen in 

the context of the European market and the open Dutch 

economy. The AP is happy to give all policy makers, politi-

cians, social partners, supervisors and civil society the space 

to further this idea. Graph 4 provides inspiration for such 

a master plan based on the AP’s first observations as the 

coordinating algorithms and AI supervisor and the policy 

messages that are brought together in the RAN.  

 

The master plan for control and use of algorithms and AI 

can serve as a compass for a wide range of stakeholders 

and provide clarity, realism and direction. In a process of 

transition, not everything can happen at once. By drawing 

up a structured, tiered and targeted plan, divided into five 

core pillars, it can be ensured that citizens, businesses and 

the government work together towards a society in which 

algorithms and AI are responsibly embedded and beneficial. 

So that not only prosperity, well-being and stability are 

enhanced, but also fundamental rights and public values are 

well protected.

The central objective could be to ensure human control 

in an era where dependence on algorithms and AI can 

increase. It is therefore important to raise awareness about 

risks and strengthen education about algorithms and AI. 

In this way, users retain control and understanding about 

how the outcome of algorithms and AI affect decisions and 

processes. This does not only support safe and trustworthy 

AI systems, but also promotes the development of safe and 

reliable applications.

For organisations, it can provide a framework that assists 

them in being “in control” when using algorithms and AI. 

The master plan aims to build capacity and provide clear 

guidelines so that organisations of all sizes know what is 

expected of them. In this area, inspiration can be drawn from 

recent initiatives within the U.S. federal government, where 

government organisations are required to set up a govern-

ance structure for AI, in order to develop an AI strategy for 

each organisation and to devise a transition plan for how the 

organisation will reach a higher level of control in the coming 

years. In addition progress will be actively monitored in the 

coming years. In order to support organisational transitions, 

it is important that there is also a national ecosystem and 

infrastructure for increasing AI knowledge. A recent initiative 

from the Dutch government to build its own open language 

model (GPT-NL) is an interesting example of being in control.

International cooperation and the development of 

standards can also contribute to the master plan.  

By actively contributing to international discussions and co-

operation, the Netherlands can be of influence to European 

and global AI regulations. This will strengthen the position of 

the Netherlands as an innovative and responsible society in 

the field of algorithms and AI. 

Structural investments in algorithmic literacy are needed 

in order to be able to deal with algorithms as a society. 

Dutch society is one of the most digitized societies in the 

world. Over the past twenty years, strong investments have 

been made in digital literacy to cope with digitalization as a 

society and to build a strong digital knowledge-based econ-

omy. This is once again necessary for the safe development 

and deployment of algorithms in society as almost everyone 

comes into contact with algorithms now or in the near fu-

ture. To manage this, knowledge of algorithms and their risks 

and effects is essential. This does not mean that everyone 

should have the same knowledge. For instance, teachers or 

doctors need to know how to assess or use an algorithm. 

Workers need to know what the use of an algorithm means 
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for them and how to defend themselves against unwanted 

effects. Directors and boards of organisations must have 

adequate knowledge to be able to oversee and assess the 

risks, impacts and opportunities for control before taking a 

decision on the deployment. Algorithmic literacy is an impor-

tant basis for dealing with the frameworks and regulations 

that are currently being worked on as a society.

Delta plan - historical meaning 
The Netherlands is known for its ingenious physical 

infrastructure that protects the parts of the Ned-

erland’s that sit/reside below sea level. In 1953 the 

southwest of the Netherlands was hit by disastrous 

floods. After these floods, the Delta plan was intro-

duced by the Dutch government to comprehensively 

protect the country from flooding for years to come. 

Massive physical infrastructure projects started and 

various innovative flood defences, locks and dams 

have, since then, been built.

 The current situation, in which the Netherlands 

needs to be protected from oncoming risks of AI, 

warrants a novel, new type of Delta plan. This time 

not a physical infrastructure to protect the citizens 

from the water, but a digital infrastructure that pro-

tects citizens and society from the risks that come 

with the deployment of algorithms and AI.
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2. Generative AI & foundation models
 

The adoption of generative AI in the Netherlands is happening widespread and fast.  

With generative AI, it is possible to create textual or audiovisual output that closely  

matches a specific request or prompt. The rise of generative AI is strongly linked to  

developments in the field of foundation models, which form the basis for these types  

of techniques. The application possibilities for generative AI are very diverse and the  

technology can be integrated into existing software products. This adds an additional  

layer of complexity for regulation and supervision. In addition, the emergence of generative 

AI introduces new user risks and systemic risks. The shape the regulation and supervision 

of foundation models and generative AI is currently under discussion globally, with a focus 

on the largest models. The AI Act provides the world’s first AI rulebook with European  

rules and European supervision. It is important and urgent that steps are also taken in  

monitoring the use of generative AI by organizations. This includes responsible human- 

machine interaction and how organizations are transparent about their use of generative AI.

About half of all Dutch people are familiar with generative 

AI but how they perceive this technique differs.10  

The number of Dutch people who actually use these types 

of applications is lower. The perception and image of 

generative AI in the Netherlands is mixed. For example, it 

seems that Dutch consumers are more skeptical about the 

use of these techniques than consumers in other coun-

tries.11 Conversely, other research suggests that two-thirds 

of Dutch consumers find it useful to obtain medical advice 

through generative AI, and 7 out of 10 Dutch consumers trust 

the text and output that has been created with generative 

AI.12 Publications from consulting firms indicate that 80 % of 

IT leaders within Dutch organizations expect generative AI 

in an organization to play a role in supporting efficiency and 

scalability, but at the same time 65 % is concerned about 

ethical considerations in the use these types of systems.13 

 

Increasingly powerful foundation models and applica-

tions lead to the increase in the use of generative AI. In a 

simplified explanation, a foundation model is a system that 

is trained with deep learning on large amounts of text and/

or audiovisual material. Examples of foundation models are 

 



Q U I C K L Y  T O  T H I S  P A R T
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language models – also known as large language models 

(LLMs) – such as Claude 2 (developed by Antrophic), GPT4 

(OpenAI), Llama-2 (Meta) and Palm 2 (Google). The usabil-

ity of foundation models has increased sharply in recent 

years due to three developments that reinforce each other: 

scientific breakthroughs, even more data to train these 

models and greater computing power. A significant example 

of one of these scientific breakthroughs is in the architecture 

of transformer models. This makes it possible to process 

large amounts of text more efficiently, leading to significant 

advances in language understanding and language creation.14 

In the context of the AI Act, foundation models are also 

referred to as general purpose AI models (GPAI).

Foundation models need to be adapted for usable AI  

applications. For example, to pursue certain behaviors, 

developers use finetuning that is emphatically based on  

human feedback. Model trainers then compare the suitability 

of different outputs – for example, two generated answers 

to a question – depending on the intended purpose of the 

specific application for which training is being conducted. 

This feedback makes the model output match the desired 

outcome. An example is a chatbot that is programmed for 

customer service use. The human feedback training process  

is used to ensure that the chatbot communicates with a 

certain tone, politeness and level of detail. Another example 

is a specialized language model for writing public friendly 

weather forecasts based on the model results of a technical 

weather system and this requires additional training.  

For applications with a great potential for user interaction, 

such as chatbots, filtering and moderation has to especially 

take place. For specific applications, it may also be necessary 

to train the foundation model with additional data, for exam-

ple articles from scientific medical journals. Graph 5 provides 

a simplified representation of the way in which generative AI 

works, noting that developments are moving rapidly. 

With the emergence and increasing use of generative AI 

applications, there is a greater need to enforce existing 

legal rules and develop new policies for emerging risks. 

An OECD study in G7 jurisdictions shows that all countries 

are concerned about the possibility of generative AI being 

widely used for disinformation and manipulation (see Graph 

6). The use of generative AI by malicious actors is a risk.  

However, the legal tension between generative AI applica-

tions and, for example, privacy rights and intellectual prop-

erty rights is also seen as a concern by G7 member states. 

These are risks that are often directly linked to the data on 

which foundation models are trained (e.g. through scraping) 

and the output that is generated. For instance, a generated 

song with the voice of a pop artist. At present, the regulatory 

framework (or lack thereof) for generative AI and foundation 

models does not sufficiently address these potential risks.

Generative AI

Large language 
model (LLM)

General 
audiovisual 
model (GAM)

Specialized model 
(example: chatbot) 

Filtering and moderation 
based on prompt and 
generated output

Specializes model 
(example: image 
generator) 

Finetuned modelsFinetuningFoundation models

Filtering and moderation 
based on prompt and 
generated output

Specialization of 
a model by additionally 
learning from human 
feedback (RLHF)

G R A P H  5 :  A I - C H A T B O T S  T H A T  A R E  B E I N G  U S E D  F O R  G E N E R A T I V E  P U R P O S E S  A R E  A  S P E C I A L I Z A T I O N  O F  
L A R G E  L A N G U A G E  M O D E L S

Explanation: This figure offers a highly simplified representation of how generative AI works. The basis for generative AI lies in a foundation model. This is a very 
large model that has been trained using algorithms to recognize connections and patterns in a huge amount of text and/or audiovisual data. Practical use of 
these foundation models requires additional specialization, which can be provided by training the model via human feedback on elements that are, or are not, 
desirable for the purpose in which the model must specialize (for example: answering chat questions in a friendly form in a first person perspective). This 
specialized model is offered to users after the training and feedback phase. Depending on its purpose, the model is instructed by its creator to impose restrictions 
on itself. For example the refusal to answering medical questions or supressing an answer that contains swear words.
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At the end of October 2023, the G7 indicated that juris-

dictions should continue to work on specific regulations 

for AI. In the meantime, AI-developers are encouraged to 

adhere to general principles, for example for testing and 

monitoring abuse, reporting incidents and providing  

information on their models.  

This chapter does not address the legality and security 

risks in the use of individual generative AI models and AI 

applications. Legality and security risks can be prohibitive in 

practice. The AP has previously expressed concerns about the 

risks to the protection of personal data. These and other risks 

have prompted the AP to call on organizations to critically 

assess how they develop and use generative AI applications.15

Risks of use of generative AI

Generative AI systems bring new usage risks, stemming 

from the characteristics of the current foundation models. 

These risks are for example related to the generative AI 

system’s sensitivity to instructions from the user (prompt-

ing) and the degree of randomness of the output, which can 

sometimes be misleading. Often, these systems do not give 

the user any insight into the margins of uncertainty, or the 

alternative outputs and the sources. Limited transparency 

makes it more difficult to assess and value the generated 

output. Another important risk is the existence of bias in 

training data which can lead to distorted outcomes.  

When individuals and organizations are insufficiently 

aware of these shortcomings, or do not take into account 

how they are being handled in the output, this increases the 

risk of erroneous conclusions and actions. Furthermore, this 

may lead to discrimination and arbitrariness in the actions 

of a person or organization. These risks can be avoided – at 

least partly – by a conscious and informed approach to 

generative AI systems. A user should at least be aware of 

the specific limitations of a specific generative AI system 

(and also develop experience with prompting) and how this 

affects the output of a system.  

Users are confronted with faulty output from generative 

AI, this is a risk for users and can occur in different forms. 

These faulty outcomes are sometimes referred to as  

“hallucinations”, but this is an undesirable definition because 

it attributes a mystical and human trait to errors inherent 

in the stochastic character of language models, where 

outcomes are determined by plausibility and arbitrariness. 

Faulty, erroneous or false output may be perceived as plausi-

ble, but the language model itself cannot determine the fact 

that it predicts the random probability and plausibility of  

the output. The current use of foundation models is still  

relatively new. As a result, many individuals and organiza-

tions that use generative AI do not know where these errors 

come from and in what forms they can occur. A recent scien-

tific research paper distinguishes at least two types of errors 

in generative AI from a user perspective: factual illusion and 

hopeful imaginations (silver linings). 

 

• A factual illusion occurs from the perspective of the 

user when a language model makes a misleading 

mistake in response to a factual correct prompt.  

This occurs, for example, when a language model 

responds to the prompt ‘the first football match in the 
Risks mentioned in top 5 risks of generative AI by G7 jurisdictions

0% 50% 100%

Disinformation

Infringement of privacy-rights

Infringement of ownership rights

Safety risks

Enlarging bias and discrimination

Illegal activities

Threats to cybersecurity

Increasing inequality

Polarisation in society

Unrest on labour market

Negative impact on environment

Existential threats

Loss of human control

G R A P H  6 :  G 7  S E E S  A B U S E  O F  G E N E R A T I V E  A I  F O R  D I S I N F O R M A T I O N  A N D  M A N I P U L A T I O N  A S  B I G G E S T  R I S K

S O U R C E :  O E C D  ( 2 0 2 3 ) ,  “ T O W A R D S  A  G 7  C O M M O N  U N D E R S T A N D I N G  O N  G E N E R A T I V E  A I ˝
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Netherlands’ that ‘the first organized football match 

in the Netherlands took place on 14 December 1889 

between the teams of [...] RAP (Reaction and Relaxa-

tion after Labour) and VVHV’. This is incorrect, because 

the first football match already took place in 1865 and 

between other teams. The crux here is that the user 

must be able to recognize this error. 

• A hopeful imaginative answer occurs when a  

language model makes a misleading mistake in  

response to a factually incorrect prompt. For  

example, the answer “Stronger Netherlands and early 

goal” in response to the question “What explains the 

loss of West Germany in the 1974 World Cup final 

against the Netherlands?”. Here too, the crux is that 

the user must be able to recognize this error. 

The faulty or erroneous output of generative AI can be  

further divided into categories such as numerical errors,  

misinterpretation of abbreviations, assigning fictitious quotes 

to individuals and organizations, and mentioning non-existent 

characters or entities. For the erroneous but plausible output 

generated by these models, the likelihood of incorrect but 

plausible output increases when a prompt is very different 

from the training data, when a prompt provides room for 

interpretation and how directing a prompt is.

Another risk in the use of these models is the role of  

randomness and arbitrariness in the output. This is inherent 

to the functioning of the current foundation models.  

These models, which do not have a fixed knowledge base 

such as specific databases, generate output based on proba-

bilities. And in their applications, the output of these models 

can vary with their degree of plausibility as this is necessary 

for flexible and realistic application. It is sometimes difficult 

for users to identify the degree of arbitrariness in the output.  

An example is that if a language model is asked ten times 

about the most famous Dutch footballer, the answer is  

‘Johan Cruijff’ nine times and once ‘Johan Cruyff’. Graph 7 

gives another example. The degree of variability in output is, 

in principle, a model parameter that can be adjusted. How-

ever, due to user-friendliness, this variation is not available 

in some popular tools for generative AI. The variability in the 

output of generative AI emphasizes the need for users to be 

aware of this and to interpret the results with a degree of 

carefulness and skepticism. In situations where precision is 

essential, the use of generative AI is not appropriate. 

As with all applications of algorithms and AI, users must 

also take bias into account that can develop in the training 

phase of a model. The fact that AI systems can be biased is 

now widely known. An important cause of bias is training 

data that are insufficiently representative of today’s society 

or as is desired for its application. In relation to generative 

AI, this emphatically highlights image models, which for 

example are very one-sided i.e. doctors disproportionately 

visualized as men and nurses disproportionately often as 

women. In addition, AI models for image creation often pres-

ent different variants of output to a user, making the bias 

more prominent and visible. In language models, of course, 

the same bias is present, but it is less visible. For example, 

because it has been suppressed via finetuning.

‘’Personal taste 
determines 
the best 
restaurant’’

1st answer 2nd answer 3rd answer 4th answer 5th answer

‘’Innovative, 
tasteful, 
reviewed, 
central, 
popular.’’

‘’Extensive 
menu, personal 
taste choices.’’

‘’Innovative, 
cozy, quality, 
central, famous.’’

‘’Creative 
kitchen, 
location, 
five star rating.’’

Prompt: ‘’What is the best restaurant in Amsterdam? Answer in 5 words.’’

G R A P H  7 :  G E N E R A T I V E  A I  A N D  A P P A R E N T  A R B I T R A R I N E S S

Each output of a generative AI-model is a new combination of apparent randomness and probability based on patterns identified in the 
data during previous training.

Explanation: anwered generated by ChatGPT in Dutch on November 9th 2023. The answers are generated in a new session based on the same prompt. 
The language model is sensitive for exact word choices in the prompt. When the words “what” was changed in “mention”, different restaurants were 
named in the answers.
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The use of generative AI risks emphasize the need for  

careful human-machine interaction... In traditional  

algorithmic processes, AI functions autonomously, with 

possible human intervention to assess the outcomes.  

Generative AI, on the other hand, often requires active input 

from users and this creates a different dynamic between 

humans and AI-applications. Consequentially, it is essen-

tial that users understand how an AI-model operates and 

what its limitations it has. A first rule of thumb may be that 

a generative AI model cannot be used as a search engine, 

fact database or calculator – although there is a nuance 

in place if the model uses suitable plug-ins and its use and 

corresponding steps and logic is transparent and verifiable in 

the output. A second rule of thumb may be that a user must 

be prepared for faulty, erroneous or false output, as well as 

arbitrariness and bias in the output. 

...also because too much dependence on generative AI, 

risks the loss of valuable human insights and creativity. 

Generative AI models offer efficiency and new perspectives. 

However, this does not automatically mean that generative 

AI should always be the first step in the process of concep-

tualizing and creation. An approach where human thinking 

is the first and foremost element in the process ensures the 

presence of human expertise and nuance that AI simply 

cannot replicate. Generative AI can then be helpful for 

refinements (e.g. writing out a letter), checking and rewrit-

ing (missing something or can it be clearer?) or variation 

(options).

Systemic risks of foundation models

Scaling up foundation models introduces the risk of  

concentration of power and influence. In recent years,  

the amount of data on which foundation models are trained 

has increased. They are currently the biggest models that 

show the most impressive skills in language and image 

creation. Training these models takes increasing amounts of 

data, computing power and time. The high initial investment 

costs create barriers to entry that only big tech companies 

seem to be able to overcome. Another consequence is the 

chance that some foundation models will become dominant, 

which limits the ecosystem. The dependence on a small 

number of foundation models entails concentration risk 

(single point of failure). The model errors (bias), security 

issues (cybersecurity) and organizational risks (governance 

and probability of failure) that can be associated with a  

foundation model can have effects through all services and 

users who rely on such a model.

Scientists and regulators also point to the risk of  

homogenization and herd behaviour in AI models, which 

can arise from foundation models. Homogenization means 

that, at the moment, almost all powerful foundation models 

are derived from (the technique behind) a small number of 

models, which were developed a few years ago. Already in 

2021, the Center for Research on Foundation Models  

(Stanford University) mentioned the risk that all these  

models are vulnerable to the same risks and, for example, 

sensitive to the same type of bias.16 Furthermore, according 

to the institute, this increasing homogenization is having a 

dangerous effect. From an ethical and safety point of view, 

reducing the common risks should therefore be the central 

challenge in the further development of these models. 

Continuing this line of thinking, the US Securities and 

Exchange Commission (SEC) has pointed out the risk for 

market participants in the financial sector who rely on the 

same (generative) AI models with herd behaviour. This can 

simultaneously lead to monoculture and greater network 

interconnectivity in the financial system, which leads to 

systemic risks.17

Homogeneity of AI models may lead to consistent dis- 

advantages for certain groups which can only be  

measured when we look at the ecosystem as a whole. 

Recent research has also revealed this in more traditional 

machine learning models. Such systematic disadvantages 

for certain groups can occur, for example, in AI for recruit-

ment and selection for dermatological research. Research 

also shows that bias reduction within an individual system 

usually benefits people who are already correctly assessed 

by other systems.18

The increasing use of generative AI can also have an 

impact on the performance of foundation models (model 

collapse) through feedback effects over time. This risk 

arises when foundation models are trained on synthetic data 

that are the result of previous foundation models. The more 

the output of generative AI finds its way into the real world, 

the harder it becomes to distinguish these generated texts 

or images from authentic texts or images.19 By training on 

generated data, a foundation model distorts itself, just as  

a photo of a photo is of lower quality than the original.  

To maintain the performance of foundation models,  

the need for identifiable authentic data increases.
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Disinformation

Generative AI models are very suitable for image gener-

ation. This will therefore require a different approach to 

identifying the reliability of images. These generated  

images differ in quality and equality of ‘real’ images, such as 

news photos, but the rapid development of these models 

improves the quality and likeness. As a result, images that 

were judged to be ‘real’, but were actually generated have 

gotten a lot of attention this past year. These generative 

models are increasingly accessible, not only for the genera-

tion of images but also the generation of sounds and voices. 

People are more and more at risk of identifying generated 

images as authentic ‘real’ images. Which can attribute to, for 

example, the spread of disinformation and misinformation 

and the associated threat to the functioning of our democ-

racy. In order to cope with such risks, the AI Act will require 

a form of ‘watermarking’ or labelling of generated images 

in certain cases. A number of developers of generative AI 

models have also indicated that they want to integrate these 

watermarks or labels in their models. Due to the rapidly 

growing number of applications of AI models, increasing 

numbers of users can generate images themselves.  

But these models are also adapted for specific use, so that 

the responsibility for including watermarks or labels may 

have to be for the end users. Where people now trust the 

images they see, a whole set of safeguards and proper edu-

cation is needed to prevent people from losing confidence in 

the reliability of images and from causing damage to society.

Verifying the origin of images is becoming increasingly 

important. There are already initiatives to do this and an 

initiative that has taken a different approach is the Content 

Authenticity Initiative. This is a coalition of media compa-

nies, technology companies and NGOs, who have jointly 

developed technical standards that, among other things, 

enable cryptography to verify the origin of images. A number 

of companies are using the C2PA (Coalition for Content 

Provenance and Authenticity) standard, which has already 

been launched in some cameras in late 2023. This enables 

two important guarantees for the reliability of images. 

Firstly, that organizations can justify the origin of images and 

organize their processes accordingly. Secondly, it becomes 

possible for anyone who ‘consumes’ images to develop their 

assessment and knowledge of the reliability of images.  

Trusting your senses is no longer always possible, this may 

shift to trusting the source and verifiability of image. Being 

able to check the origin and reliability of images that have a 

high social value or impact is a valuable contribution to con-

trolling algorithms and the effects they can have on society.

Supervision of foundation models 
and generative AI

In Europe, the AI Act will introduce a supervisory regime 

for foundation models, also known as general purpose AI 

(GPAI) models. The AP welcomes the supervisory powers 

provided to a new European AI Office within the European 

Commission. This also creates an agile structure to respond 

to further developments in foundation models and their 

capabilities in the future. The AP will work with risk alerts 

and will advise on the further development of rules for GPAI 

models to contribute to this regulatory structure.

The AI Act will provide for a tiered regime for foundation 

models. Some general obligations will apply to all GPAI 

models. For GPAI models with systemic risk, additional and 

specific requirements will apply. Providers of high-risk AI 

systems that build on GPAI models will have to comply with 

the regular provisions of the Regulation and will have to, for 

example, check their AI systems for compliance.

All providers of foundation models will be subject to 

obligations that help mitigate risks further down the AI 

chain. Providers of GPAI models should (1) document their 

model and (2) provide information to ‘downstream’ providers 

of AI systems. Furthermore, providers may need to develop 

a policy to respect copyrights and summarize the data that 

is used to train the model. Also, providers of models that can 

be used to generate content, such as images and text, should 

include a digital watermark in the generated content.

The AI Act sets out an additional regime for foundation 

models with systemic risk (systemically important GPAI 

models). According to the AI Act, such a model exists if it 

can have a significant impact on the internal market. This 

has to be assessed on the basis of technical possibilities or 

the significance of its impact. To determine this, quantita-

tive criteria such as the large amount of computing power 

for the training of the model, the number of parameters in 

the model and the number of business users that use the 
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model can be considered. A foundation model is in any case 

systemically relevant from a certain threshold of computing 

power that is required for training, with 1025 floating point 

operations per second (FLOPs) as the probable lower limit. 

Preliminary estimates circulating in the media are that most 

GPAI models currently do not meet the limit, with GPT4 

(OpenAI) and Gemini (Google) as possible exceptions.

Providers of systemically relevant foundation models  

are subject to stricter requirements. The additional  

requirements that providers of these models must meet are 

that they (1) evaluate their models (2) identify and address 

potential systemic risks of their models, (3) test their models 

for attacks, (4) report incidents, (5) take security measures 

both in the field of cybersecurity and for the physical infra-

structure of the model and (6) to meet certain environmen-

tal requirements.

A new European AI Office will oversee these foundation 

models. This AI Office will be able to enforce the rules on 

foundation models in the AI Act. The AI Board plays a role 

through their involvement in the further development of 

standards for foundation models (see further chapter 5). 

In addition, the AI Office can also designate systemically 

relevant foundation models based on qualitative criteria. 

Graph 8 provides a schematic representation of the intended 

regulation of GPAI models in the AI Regulation. 

In addition to the AI Act, there is a need for frameworks 

for the safe use of generative AI by organizations, the 

AP wants to contribute to this. Because the human-ma-

chine interaction in generative AI is different from other 

algorithms and AI, there is a need for clarity about how 

organizations can responsibly embed generative AI into their 

processes. This can build on producers’ responsibility under 

the AI Act to provide users with, simply put, a guide for safe 

use but it cannot be ruled out that an organization-wide 

perspective is also needed. For example, a specific elab-

oration for generative AI that fits in with the overarching 

international standards for AI risk management. The AP will 

contribute to the discussion about how this should take 

shape with national and international partners in 2024. 

 

New frameworks for foundation models are also being 

developed outside Europe. The President of the United 

States recently introduced a supervisory regime for the large 

foundation models through an executive order, due to their 

potential threat to national security. The idea behind these 

measures is that foundation models can at least in theory 

also be abused by malicious actors and it is therefore  

important to have a certain level of control over them.  

The US approach demands that from a certain model size – 

which it is likely is not as yet reached – developers of these 

foundation models must provide the federal government 

with information about these models on a continuous basis. 

In doing so, they should report on the training, development 

and production of new foundation models and protec-

tive measures, both physical and cybersecurity-oriented 

measures. This includes transparency on the ownership and 

control of model weights. Further technical development of 

these measures will follow in the coming period.

System relevance is 
determined based 
on qualitative 
and/or quantitative 
thresholds

Supervision by EU AI Office Oversight by national 
supervisory authority

General purpose AI models

• Documentation and transparency 
obligations

High risk AI systems

• Such as systems for recruitment and 
selection, and in education

• Providers have to comply with the 
AI Act, also when they build upon 
existing GPAI models

• To comply with the AI Act, these 
providers depend on documentation 
from the providers of GPAI models
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System-relevant GPAI models

• Evaluation
• Risk management
• Testing for attacks
• (Cyber)security
• Environmental standards

GPAI models can 
be used in high risk 

AI-systems

Therefore information 
be must provided 

to developers

Information 

NLEU
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3. Algorithms and AI in the workplace
Algorithms and AI are increasingly being deployed in many areas and thus become  

intertwined with many aspects of our society. Many algorithms are used for various  

purposes and may not always be easily perceivable. One of the purposes that algorithms 

are deployed for is the management of labour forces. Such deployment of algorithms in the 

workplace can increase efficiency, but can also lead to undesirable effects for employees.

Labour market development

The emergence of algorithms and AI affects many labour 

sectors in different ways. In many labour sectors, major 

changes are expected through the implementation and use 

of algorithms and AI.20 According to the Dutch Central Plan-

ning Bureau (CPB), the development of new technologies, 

including AI, ensures both the disappearance of existing jobs 

and the introduction of new jobs.21 The effects of AI on the 

work floor are only gradually being noticed and are therefore 

only partially mapped. Clear risk analyses are essential to 

create effective regulation for the deployment of AI in the 

workplace, therefore, further risk analysis is imperative. 

 

The platform work sector is a sector that develops rapidly, 

partially due to the use of AI-systems. Platform work 

goes hand in hand with the use of algorithms. This sector 

increased by 65 % from 2015 to 2019.22 Currently, there are 

around 100.000 people working through a platform in the 

Netherland.

Algorithms play an increasingly important role in work 

that is not done through platforms. For example, algo-

rithms are increasingly used in the management of staff,  

but also in the recruitment and selection of new staff.23  

The use of algorithms for recruitment and selection involves 

many risks, while the correct functioning of these systems 

and applications is rarely proven.

Q U I C K L Y  T O  T H I S  P A R T


 



26

Algorithms and AI in the workplace

More than 75% of companies in the Netherlands will use 

AI applications in the workplace over the next five years24. 

In addition, 40 % of large companies are already using AI 

systems in the workplace.25 This leads to automation of the 

l management of labour, the so-called ‘algorithmic manage-

ment’. The International Labour Organisation describes six 

levels of automation of such algorithmic management in 

a recent publication, signifying its importance.26 Although 

work and production optimisation models have been used 

for a long time, organisations often succeed in increasing 

employee efficiency through using data and AI-systems.  

The deployment of AI systems in the workplace will be  

regulated by the AI Act as far as recruitment, selection  

and decisions are made about people who work.  

On the international level, the effects of algorithms and 

AI in the workplace are placed high on the legislative 

agenda. The challenges of AI systems in the workplace are 

mentioned as a point of focus for the coming years by the 

European Commission.27 The United States government 

will also conduct research into the effects of algorithms 

and AI on the workplace.28 In the beginning of 2024, these 

first reports are expected to be published, which will in turn 

inspire policy discussions. Mapping the risks of algorithms 

and AI in the workplace is therefore an essential first step 

in a legislative process. In cases where risks are already well 

defined and mapped, legislative processes have been set in 

motion. The European Platform Work Directive is an example 

of this two-step process. 

 

The use of algorithms and AI to promote labour productiv-

ity is standard practice in some sectors. For example, in the 

delivery sector, where labour productivity and proper plan-

ning are of great importance. But algorithmic management 

systems are also used in other employment relationships to 

increase efficiency and enable employees to do more work 

in less time. Algorithms have a large span of control and 

make it possible to control employees on a larger scale when 

compared to a human manager.

Work monitoring by algorithms can ensure that people are 

approached as a labor commodity. Some employees need 

to increasingly rely on an algorithmic management system 

in their daily work. However, this introduces risks that can be 

caused by the use of algorithms. Employees can start to feel 

continuously watched and analysed by an algorithmic sys-

tem. Employees may also dread bad days with reduced pro-

ductivity, since this will not pass unnoticed by the watchful 

algorithmic system. Through algorithmic management, the 

overall relationship of authority in the workplace shifts from 
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human-to-human to algorithm-to-human. The greater the 

role of algorithms in labour management, the more impor-

tant the role of a manager who can bring a human measure.

Risks of algorithmic  
management systems

Algorithms and AI are used in specific professions and 

therefore also have sector-specific risks, in addition to the 

more general risks. A system that manages a group of ware-

house employees can be less useful for a fast food restaurant 

than for example for an online store. The risks may also play 

out differently, given the different context in which the  

system is deployed. The use of algorithmic management  

systems therefore requires specific knowledge of the 

particularities and size of an organisation. Using algorithms 

to manage employees can therefore work differently across 

different sectors and companies. Getting a grip on the risks 

of using an algorithmic management system requires  

customisation. 

Algorithmic systems may increase employee workload. 

This increase in workload can cause employees to burn out 

faster than they would under human management systems 

if there is insufficient attention for personal circumstances. 

Moreover, algorithmic systems may act as inhibitor between 

signals from employees to employer. Therefore, it can be 

more difficult for these workers to discuss labour pressures 

with their supervisors.  

Algorithms and AI do not have a perfect insight into the 

physical world. This can lead to inefficiencies, burdens and 

frustration among employees. The labour pace of algorith-

mically managed work may also be unreasonably low.  

As seems to be the case with several delivery services in the 

Netherlands. If parcels have to be delivered within a limited 

period of time, delivery providers may have to wait before 

they can start delivery in the next delivery window. This can 

mean that delivery drivers have to wait in front of a house 

and cannot deliver their parcel yet, because the system does 

not provide clarity as to which package for which house, has 

entered into the delivery period.

The use of algorithmic systems may lead to behavioural 

changes in employees. For example, in call centres, algorith-

mic systems are used that distribute incoming telephone 

traffic between the available workers and at the same time 

monitor employees. Another example is that there are 

systems that analyse the emotion in a call center employee’s 

voice and point the employee to a lack of audible empathy. 

Algorithmic management systems can therefore nudge or 

even encourage employees to change their behavior to work 

more productively or more effectively.

Algorithms and AI may affect employee autonomy.  

Human managers mostly allow employees to indicate their 

wishes to perform processes in a different manner than the 

algorithm prescribes. In the case of algorithmic manage-

ment systems, the processes and coordination of labour may 

be more rigid. In part this is because acquired knowledge 

of employees does not quickly translate into algorithmic 

management systems. Therefore, the ability to respond to 

future challenges and use of experience and individual qual-

ities may decrease when using an algorithmic management 

system. Employees may decreasingly be in charge of their 

own work when algorithms increasingly make decisions in 

the work space.

Negative impacts on public values and fundamental 

rights. The effects of the deployment of algorithmic systems 

in the workplace may also have an impact on public values 

and fundamental rights. For example, on the right to privacy 

but also on the right to equal treatment. Moreover, algorith-

mic management systems may affect the extent to which 

and how employees can receive information. Algorithmic 

management systems often require the collection of a lot of 

data and gain insights from this, which are not accessible to 

employees. This unequal information position can lead to a 

weaker position of employees.

Platform work

Platform workers face greater risks when compared 

to others through algorithmic management. Platform 

workers often lack the means of opposition in their relation 

to the platform providers. Moreover, there are fewer human 

managers operating on the ‘work floor’. As a result, the risks 

of unreasonable workload, diminished autonomy and safety 

and behavioural change for platform workers through nudg-

ing are potentially even greater. Providing proper protection 
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to these platform workers is thus an essential part of a 

sustainable structuring of the labour market in which algo-

rithms and AI will play an ever-increasing role. The European 

Platform Work Directive, on which a political agreement has 

been reached on December 13th, will be important for this.

Risks deploying algorithms and AI 
for platform workers

In the case of platform work, protection from against risks 

is difficult. Platform workers often lacks the social structure 

that can speed up resistance or push back against the  

provider or platform. If the nature of the work involves 

platform workers having little or no contact with colleagues, 

then platform workers also share limited experiences 

or hardships. This makes it difficult to discover common 

problems together and to propose targeted solutions for this 

together with a platform.

Assignments that platform workers are offered via a  

platform, cannot always be refused without consequen- 

ces. The refusal of assignments that yield little, take a long 

time or involve additional work can have an impact on the 

offer of future assignments and therefore on future income. 

Platform workers who accept more assignments will be 

more likely to be eligible for assignments with good merits 

or pleasant work. Platform workers are therefore very  

much dependent on the algorithms that are being used  

by platforms. 

Algorithmic rating systems may cause behavioural change 

among platform workers. Rating systems are very popular 

with providers of platform work. In addition, good ratings 

have a positive effect on many aspects of the work per-

formed by a platform worker. However, platform workers 

also rely on having good ratings for getting work.  

The ratings are taken into account by algorithms when 

distributing assignments among the available platform 

workers. The relationships between platform workers and 

customers are designed to ensure that platform employees 

aspire to receive the highest possible score.

Future regulation

The Platform Work Directive will introduce requirements 

for the use of algorithmic management by digital labour 

platforms. The Directive will clarify the employment status 

of people working through a platform. But the directive will 

also set requirements in terms of transparency and limits on 

algorithmic management by platform providers. 

Pending legislation, organisations can work on their own 

to ensure that algorithmic management systems run 

properly. Sufficient organisational measures are of great 

importance here. Managing workforce with algorithms  

and AI – if arranged in a responsible way – can bring all  

kinds of benefits for both employees and employers.30  

The introduction of new technologies has changed the  

labour market over and over again.31 Algorithms and AI will 

not be an exception, but their effects on employees need 

to be closely monitored to mitigate risks. Organisations 

should be set up in such a way that algorithms and AI in the 

workplace take into account the quality of jobs and working 

conditions and that they do not only serve efficiency  

purposes but also mitigate the risks accordingly. 



Are there any disadvantages to having this  

freedom? “Yes, this type of work does not provide 

me with a regular income, and the supply of  

assignments varies greatly. There are no guarantees 

or rights for me as a platform worker, nothing to fall 

back on, such as a contract. You can lose your income 

from one day to the next. Also, fees can suddenly be 

lowered. Payments that are not made – which does 

occurs – are difficult to get without a human point  

of contact.” 

What exactly does training algorithms involve?  

“I work on projects with thousands of people  

worldwide who improve these models and systems 

and provide answers, texts and reviews. The fact that 

increasing volumes of people from all over the world 

are working on these AI models is causing the  

language quality in these models to deteriorate.  

This is due to continuous pressure on people’s  

qualifications and the quality that people have to 

deliver, without having any rights to fall back on.” 

Do algorithms influence your work? “Algorithmic 

assessment of the quality of your assignment or the 

time you spent on your assignments can sometimes 

cause you to lose access to projects. For example 

when you finish an assignment too quickly. Or if the 

quality of your assignment is judged as not being 

sufficient. However, it is often not clear what the 

rules or guidelines are. So in some projects you have 

to comply with rules that are not known or clear. 

This makes you feel interchangeable as a worker. 

Especially when systems assess whether you are en-

titled to your income that month. But there are also 

projects or providers where there is an abundance of 

information on the basis of which you have to work 

on assignments.”

Did this work affect your trust in algorithms?  

“I didn’t immediately gain more or less confidence in 

algorithms. But this does help me to value algorithms 

and AI. As a platform worker, you can see the quality 

of these AI models. This helps to relativize the hype. 

At the same time, you also see the blind faith that 

people put in the models while using them. This 

is evident from the interactions between people 

and the models, such as the prompts that people 

write and which I see. I’m worried about how much 

confidence people put in models that essentially still 

contain so much human work.”

Interview: Training algorithms 
and AI

This interview was conducted in November 2023. The 

interviewee is a platform worker in the Netherlands 

who is training AI models, like the LLM’s that received 

a lot of attention in 2023. An estimated tens of 

thousands of people worldwide are working as plat-

form workers to assess and improve the outcomes of 

algorithms and AI models.

Can you describe your work as an AI trainer?  

“I work for a number of online providers, largely 

training algorithms on accuracy and relevance, for 

example when it concerns search results. Recently, 

rewriting and assessing answers from AI models 

has been added. I judge them on the accuracy and 

quality of the answers. And I check if the model 

doesn’t pretend to be a person. But also the creation 

of prompts and the rewriting of answers from the  

AI model are among the assignments I do.”

What made you consider to become an AI trainer? 

“This type of work fits me well because all the work 

is done on online platforms. It gives me freedom, it 

can be combined with other creative activities and 

does not depend on your place of residence.”

29
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4. Algorithms and AI in education

The education sector (primary, secondary, vocational and higher 

education) increasingly makes use of algorithms and AI. For exam-

ple, educational institutions use adaptive learning systems, which 

offer the teaching materials automatically and adapted to the  

individual learner. Systems with ‘learning analytics’ give new  

insights based on all kinds of data, with the aim of improving the 

flow of students through the education system or the quality of 

education. At its core, these systems often provide profiling and 

prediction of pupils or students. There are all kinds of possible  

reasons why profiling or prediction does not fit well with the  

situation of individual students. Careful embedding of algorithms 

and AI into education and knowledge of their limitations is crucial,  

as it concerns children and young adults. Pupils and students use 

a lot of generative AI and they do this to outsource some of their 

assignments. That challenges education to incorporate the use of 

generative AI in a good way into the goals that are pursued.  

 

Such a thing has previously been done successfully with the rise 

of the internet and Wikipedia. The AI Act will regulate a number 

of AI-systems for education as high-risk applications that require 

compliance with product standards, but these will mainly apply to 

developers and will not always be sufficiently concrete. The DCA 

therefore advises to set up policy strategies and control processes 

for algorithms and AI within educational institutions, under the 

guidance of the existing external support organisations. In addition, 

the education sector should collectively agree on clear product 

standards with developers of AI-systems. Increasing AI-knowledge 

among teachers is also a point of focus, to ensure careful embed-

ding and control of algorithms in education.






AI

Q U I C K L Y  T O  T H I S  P A R T
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Education is currently undergoing an intensification of 

digitalisation and algorithm use. In the years before the 

coronavirus pandemic, the education sector had already 

increasingly shifted towards digital teaching resources and 

learning environments. The pandemic has intensified this 

digitalisation in education.32 This makes it easier to collect 

data on the performance of students. the presence of more 

data often means that it is easier to use algorithms. For 

the current intensification of digitalisation and the use of 

algorithms in education, not only more data, but also more 

financial resources are available. The National Growth Fund 

[Nationaal Groeifonds] has made 80 million euros available 

to the National Education Lab AI [Nationaal Onderwijslab 

AI],33 which conducts research into the opportunities and 

risks of AI in education.34 Many schools have also used part of 

the National Education Programme’s [Nationaal Programma 

Onderwijs] budget to purchase digital learning resources.35

In order to use algorithms responsibly, the education  

sector needs to be able to make a better estimation on 

what the sector can and wants to achieve with the use 

of digital resources. For example, figures from the Kohn-

stamm Institute36 and Npuls magazine37 (2023, see Graph 

9) show that half of primary schools do not have a strategic 

ICT policy. In addition, more than half of teachers have no 

knowledge of AI. Also, only a few universities and vocational 

schools [MBO’s] have policies for AI-use by students.  

However, most students at universities already use Large 

Language Models. In the case of Erasmus University, this 

amount to even more than 90 percent.38 These figures un-

derline the need for vision and policy for digitalisation  

in education.

 

Two well-known algorithmic applications in education 

are adaptive learning systems (AL) and learning analytics 

(LA). There are many more applications of algorithms in 

education, from applications that help teachers compile 

lessons in secondary education to algorithms that help in 

the scoring of students’ work. AL and LA, however, are the 

best-known examples of commercially available systems 

that are used by educational institutions and show the risks 

of algorithm use in education. AL is mainly used in primary 

education, LA primarily in higher education. These are the 

subsectors that use algorithms the most, the vocational and 

secondary education sectors currently use fewer algorithms.

Adaptive learning

Adaptive learning systems select practice material for 

individual students based on how well a student has made 

previous exercises. More than half of primary school pupils 

practice with education materials in such a system on a daily 

basis. Greatly simplified AL works as follows: a student does 

three tasks in a row quickly and correctly. The AL-system 

captures this and interprets it as a sign that the student is at 

a higher level. On this basis, the system then selects three 

tasks at a higher level of comprehension. A student who 

makes the tasks slower or incorrectly is presented with a 

lower level of difficulty. The system therefore profiles the 
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student and adjusts the profile after each assignment.  

Based on that profile, it predicts which assignment offers the 

pupil the best chance of progress and selects these. Many AL 

applications use an algorithm that was once developed to 

rank chess players. The fact that AL is mainly used in primary 

education is due to the fact that the clearly delineated skills 

pupils learn in primary education lend themselves well to 

the application of AL. In addition, primary education forms a 

large market, as each school works towards the same learn-

ing goals.39 Primary education is therefore more attractive 

for providers of algorithm applications than higher educa-

tion, which is more differentiated when it comes to teaching 

materials.

Teachers use dashboards of adaptive learning systems, 

which provide real-time insights into the interaction  

between the system and the student. Dashboards are 

digital environments in which the progress of individual 

students is shown, in the shorter or longer term. Dashboards 

are found in several parts of the education sector and are not 

exclusively linked to AL-systems. In secondary education, 

however, they often are. A dashboard linked to an AL-system 

helps teachers to quickly adjust the learning process of pu-

pils. The dashboard shows data with which the teacher can 

see which pupil is progressing well at that moment and who 

needs attention. There are dashboards that mainly show 

data, but there are also dashboards that analyse and inter-

pret the data as well. For example, by visually categorising 

pupils or even proposing a certain intervention by a teacher. 

Despite the intention of providing tailor-made education 

to each child, adaptive learning systems can lead to ine-

quality of opportunity. The models at the base of AL- 

systems are often less complex than reality in the classroom. 

This means that students who structurally study easily re-

ceive exercises that encourage them to develop, or that keep 

them working at their level. The system has more difficulty 

with identifying the needs of pupils who do not yet master 

the educational material. The system does not take into 

account differences, other than the varying success ratios 

between students, such as different housing backgrounds 

and concentration spans, whereas such differences can 

explain the sometimes differing needs of children with  

similar numbers of correct and wrong answers. If a system 

has difficulty recognising such underlying differences 

between pupils, some students will be misprofiled and the 

system therefore selects less fitting tasks for these students. 

In order to ensure equal opportunities in the use of 

adaptive learning systems, teachers and adaptive learning 

systems should better complement each other.  

If students are improperly profiled by an AL-system, the 

system often presents them with the same tasks, while they 

have different needs. To provide these students with what 

they need, teachers should assess what is needed based 

on their dashboard and their own perception. This requires 

some knowledge about the operation of the AL-system and 

the difference between model and practice. We call this 

“algorithmic literacy.” and this is not always present. Further-

more, if they are algorithmically literate, teachers should be 

able to actually use their skills in supporting pupils. Schools 

therefore cannot make unlimited use of AL systems, in order 

to free up teachers for other tasks.

 

School boards, teachers and developers of AL-systems 

share the responsibility to reduce the risk of inequali-

ty of opportunity due to AL systems and to realise the 

opportunities for personalised education. Teachers should 

be able to intervene when AL-systems make inaccurate, 

inappropriate or incorrect choices for their pupils. They 

need “algorithmic literacy”. School boards should shape their 

policies in such a way that teachers can acquire and use the 

necessary algorithmic literacy, for example through training. 

Furthermore, it is to be recommended that school boards 

should avoid irresponsible purchases of AL-systems, by 

determining which implementation options the school has 

before making the purchase. In addition, it is also important 

to establish a clear organisation of implementation and use 

with a clear division of responsibility. Research and pilots 

are needed to better understand the interaction between 

students, AL-systems and teachers. This should result in bet-

ter interaction between AL-systems and teachers in order 

to create synergy between humans and machines. For this, 

developers, boards and teachers have to take action. When 

it comes to this, support organisations with expertise in this 

field, such as Kennisnet and SURF, are indispensable.

Learning analytics

Learning analytics (LA) is the use of data to gain insight into 

the progress of pupils and students and the quality of edu-

cation. LA is divided into two purposes: firstly, the guidance 

of students and improving the flow of students through the 

education system, and secondly, improving education. An 

adaptive learning system that shows teachers real-time data 

about students therefore essentially also uses LA. However, 

the term ‘learning analytics’ usually refers to gaining insights 
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from data over longer periods of time, focusing on structu-

ral interventions such as adjustments to the curriculum or 

determining more precisely what hinders students’ progress. 

LA-systems are not yet used massively. However, higher 

education institutions in particular are actively exploring 

application possibilities. SURF assists them in doing so.

LA is considered to be promising40 and is available,  

but educational institutions generally have no vision of  

or policy for the deployment of LA-applications.  

Large learning management systems, such as Canvas and 

BlackBoard, offer integrated LA. For example, the University 

of Utrecht has already set up an LA-team.41 However, many 

educational institutions do not yet know what exactly they 

can and want to do with an LA application in a way that 

students, teachers and board are satisfied with it. Collecting 

data without a clear purpose can lead to data being used in 

irresponsible ways. In addition, this is not allowed when it 

concerns personal data. It is therefore advisable for educa-

tional institutions not to deploy learning analytics on a large 

scale before a clear vision for its use has been developed.

Ill-considered use of LA can have a major impact on 

individual academic careers and privacy. The use of LA to 

improve progress of individual students requires profiling 

and the processing of personal data. That always means an 

infringement on their privacy. The use of LA without a clear 

purpose and clear frameworks significantly increases the 

likelihood of unlawful or disproportionate privacy infringe-

ments. The use of LA in decision-making on academic 

careers also requires a well thought out plan. Using data and 

profiles without clarity about what the data means and what 

conclusions can be drawn from it increases the risk of unjust 

treatment of students.

The education sector must develop clear, safe use cases for 

the adoption of LA, in which the interests of students are 

paramount. The higher education sector is working,  

in collaboration with among others SURF, on knowledge and 

expertise about LA. This is a cautious approach that is to 

be encouraged. The interests of students should always be 

paramount in the development and use of LA. Therefore,  

it is recommended that educational institutions actively 

involve student populations in developing final use cases.  

The first experiences from higher education already show 

that students are open to this and that their involvement 

raises the use cases to a higher level by making them more 

useful and meaningful for all concerned.

Generative AI

Generative AI is now becoming ubiquitous and requires 

a clear policy from educational institutions, similar to 

that for the use of internet resources. A small survey from 

Erasmus University Rotterdam shows that 92 percent of 

students use ChatGPT for different purposes.42 In second-

ary education, students use generative AI for homework 

assignments. However, institutions in vocational and higher 

education still have little policy on what is and is not allowed 

with regards to generative AI. The evident risks of genera-

tive AI to the education sector are the unauthorised use by 

pupils and students, such as plagiarism, and misinformation 

through faulty but plausible output. In addition, the ques-

tion is whether and how generative AI can be used lawfully. 

Partially because of this legality issue, it is currently wise for 

educational institutions themselves to be reluctant to use 

generative AI. Consequently, the sector can focus on master-

ing the use of generative AI by students. This has previously 

been done successfully with regards to the use of internet 

resources, such as Wikipedia.

Education cannot eliminate generative AI and thus can 

better teach pupils and students how to properly use it.  

It is foreseeable that generative AI, just like Google and  

Wikipedia, will be used daily and ubiquitously. A considera-

tion for education is to follow a two-track plan. On the one 

hand, pupils and students need to learn to deal with gener-

ative AI by using it. This means that education needs testing 

and teaching methods that guide pupils and students with 

controlled use of generative AI. This must be done in a way 

that adequately takes into account the legality questions 

surrounding foundation models and derived applications. 

On the other hand, pupils and students need to be able to 

assess generative AI by being able to also do what generative 

AI can do.

Policy approach

The AI Act imposes requirements for profiling and evaluat-

ing algorithmic applications in education in certain cases. 

The education sector has to complement these require-

ments. This means that the systems themselves must meet 

strict requirements in order to be admitted to the European 

market. However, there is some time to go until the AI Act 

will be applied. Moreover, the requirements of the AI Act are 

general and not specific to education, and do not apply to 

all actors in the chain. For responsible use of applications of 

algorithms, partners in the education sector therefore also 

need to decide which requirements systems must meet and 

pose those requirements to developers. 
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Educational institutions should prepare their organisation 

for integrating algorithm applications into education prior 

to their purchase. Upcoming and new regulations such  

as the AI Act do not consider yet how users actually embed 

algorithmic applications in their organisations. Proper em-

bedding is of great importance to mitigating risks. Teachers 

must be sufficiently algorithmically literate to interpret the 

outcomes of systems they work with. Educational institu-

tions should clearly delineate responsibilities and think in 

advance about the evaluation of algorithmic applications. 

Furthermore, it is important that educational institutions 

identify possible negative effects of algorithmic applications 

and determine in advance how they can be covered.
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5. Policy and regulations
New, more robust policies and regulations for algorithms and AI are emerging. New  

legislation has entered into force or will do so in the foreseeable future. The negotiations 

of the AI Act have been concluded with a political agreement and the AI Act can enter into 

force in 2024. This is an important step that will contribute to the control and control of  

AI systems. The Digital Services Act (DSA) is an important European regulation that has 

recently entered into force and requires very large platforms and search engines to address 

algorithmic risks. On December 13th, a political agreement has also been reached in the 

negotiations on the Platform Work Directive, which will provide rules on algorithmic deci-

sion-making and monitoring of people who are working via a platform. This new legislation 

greatly contributes to protection and guidance for the management of algorithmic risks. 

However, even though these regulations are closely related, coherence between these reg-

ulations is still a challenge. A lack of coherence can create ambiguity about rules,  

supervision and therefore also about the management of algorithmic risks.

AI Act

There is a political agreement on the AI Act. Public, private 

and supervisory organizations should therefore prepare 

for the implementation in order to comply with the up-

coming AI Act. This regulation is likely to apply in mid-2026 

at the earliest. The ban on certain AI systems is likely to ap-

ply after 6 months (end of 2024); the provisions on generative 

AI models and governance are likely to apply after 1 year (mid 

2025). Now that there is a political agreement, it seems that 

the structure of the AI Act is not substantially different from 

what is described in the previous ARR (July 2023). The AI Act 

will therefore, in particular, explicitly regulate the develop-

ment and market entrance of AI systems. However, a number 

of new elements have been added which are likely to have 

an impact on the effectiveness of the regulation in managing 

and controlling algorithm risks, which will be explained in 

the following paragraphs. With the start of this new phase, 

it is important to emphasize once again that the AI Act will 

only succeed if governments, private parties and supervisors 

work towards clear and adequate standards, a consistent 

interpretation of regulations and an effective structure for 

supervision and cooperation in the field of AI. 

Q U I C K L Y  T O  T H I S  P A R T


AI
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The “carve-out” for high risk systems limited to preparato-

ry or supporting tasks has made the regulatory framework 

of the AI Act more ambiguous. In previous texts of the draft 

AI Act, certain systems were classified as ‘high risk’, such as 

systems intended to make decisions on the recruitment and 

selection of job candidates. Such AI systems can only be 

placed on the market if they meet the requirements of the 

AI Act. However, the regulation does not apply to AI systems 

with preparatory or supporting tasks (‘carve-out’). Especially 

for AI systems that are intended to perform a preparatory 

task or that have an additional role in human assessment, for 

example for the confirmation of a decision. This carve-out is 

not without risks because people tend to rely too much on 

preparatory assessments of AI systems, a principle known 

as “overreliance.” Even if an AI system has only a preparatory 

or supportive task, the risks of discrimination can mate-

rialize, even though people are involved in the process of 

decision-making. In addition, there is a risk that providers 

incorrectly place their systems on the market as ‘preparatory’ 

or ‘supporting’ systems. It is then up to the market surveil-

lance authority to start enforcement.

The AI Act gives rights to people who are impacted by AI 

systems. People will have the right to file complaints about 

AI systems. They also have the right to receive explanations of 

decisions that are based on the use of high-risk AI systems, 

 such as personnel recruitment and selection systems or 

for education purposes. Organisations using an AI system 

will also have to assess the potentially negative effects of 

the system on fundamental rights in a fundamental rights 

impact assessment (FRIA) and take measures to prevent it.

Governmental use of high-risk AI systems should also  

be registered in a European database. As a result, the  

European AI register will be a mix of a product register 

(which products have a CE marking and are authorized in  

the European internal market) and a usage register that may 

in some aspects be similar to the algorithm register that has 

been developed by the Dutch government.

European problems call for European solutions. AI systems 

can have a societal impact in all European member states. 

Therefore, it should be possible to act decisively under the AI 

Act if needed. To achieve this, part of the supervision will be 

set up at European level. This supervisory structure consists 

of several components. First of all, an “AI Board” will be 

established which will consist of national representatives 

and will have an advisory and coordinating role. For exam-

ple, the Board can provide opinions and recommendations 

on which AI systems should be identified as high risk for 

the standards and the development of the AI landscape in 

Europe. In addition, there will be an Advisory Forum and a 

Scientific Panel, where the latter also has a role in supervis-

ing general purpose AI. The supervision of general purpose AI 

will be a task of the “AI Office” that will be part of the Europe-

an Commission. Graph 10 gives a schematic representation 

of the intended governance structure.
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The AI Act will provide for a tiered regime for so-called 

general purpose AI models (foundation models). Horizon-

tal obligations will apply to all general purpose AI models. 

Additional requirements will apply when these models  

present a systemic risk. Chapter 2 deals with foundation 

models and their supervision.

AI standards

Standards (“standards”) will address and specify the 

requirements of the AI Act. The AI Act will provide general 

rules (“essential requirements”) that developers must com-

ply with when developing their AI system. These include risk 

management, the quality of datasets, transparency, human 

oversight and cyber security. Standardization organizations 

CEN and CENELEC are already working on standards for 

developers at the request of the European Commission.43 

The NEN, the organization that manages standards in the 

Netherlands, participates in these organizations and rep-

resents the interests of the Dutch market and participants. 

Developers are not obligated to adhere to the standards.  

But if they do, it is assumed that their AI systems comply 

with the essential requirements of the AI Act. In practice, the 

standards will therefore play a major role in demonstrating 

compliance and assessing conformity.

The development of AI standards should be done in a 

balanced and transparent manner, taking into account 

all interests and the protection of fundamental rights. 

The Dutch government has a special responsibility in 

this regard. Standards are flexible, provide clarity and are 

co-produced by organizations with a lot of technological 

knowledge. At the same time, the development of stand-

ards is largely out of sight of society and risk the improper 

representation of some interests. It is therefore important 

that not only companies that develop AI are represented in 

organizations such as NEN, but also public institutions and 

organizations that stand for the protection of fundamental 

rights and the interests of citizens. Where public interests 

are at stake, public institutions must provide insight into 

their own commitment and input into these norms. This 

promotes the legitimacy of government action and gives 

more insight into and knowledge on this otherwise private 

and closed process. The standards themselves must also be 

publicly available. The European Commission should closely 

monitor a fair balance of interests and the protection of fun-

damental rights as soon as the Commission harmonizes and 

approves standards. Finally, market surveillance operators 

should check whether a harmonized standard in a specific 

case in practice actually respects the requirements of the AI 

Act, such as requirements on transparency or the prevention 

of discrimination.

Digital Services Act

In addition to the AI Act, there are also other European 

(sector-specific) regulations that impose requirements on 

the deployment of algorithms and AI. An example of this 

is the Digital Services Act (DSA). The DSA regulates internet 

services such as hosting services, social media services, 

online marketplaces and search engines, in order to protect 

the users of online platforms and holding these platforms 

responsible for the safety for users of their services. Some 

of the provisions in the DSA that target very large platforms 

and very large search engines already apply. Other elements 

of the DSA will apply in February 2024.

The DSA sets out rules on how digital service providers 

should act against illegal content. For example, large online 

platforms should act against disinformation and misinfor-

mation campaigns. Especially if the dissemination of such 

material poses a risk to the electoral process. A concern 

here is the increasing role of generative AI to produce 

huge amounts of content on a very large scale, cheap and 

fast, which can then be distributed through digital service 

providers. Generative AI can also be used for plausible or 

realistic looking misinformation and disinformation. At the 

same time, digital service providers can also use AI systems 

and algorithms to identify and sometimes remove generated 

content. The fight against misinformation and disinforma-

tion becomes, in a way, an arms race of AI systems. 

The discovery and removal of illegal content and misin-

formation and disinformation with the help of AI systems 

also creates risks. Unjustified removal of content by an 

algorithm creates tension with certain fundamental rights, 

such as freedom of expression and equal treatment. There is 

a chance that deleted content is not illegal at all or cannot 

be labeled as disinformation or misinformation. In doing 

so, digital service providers may play a role in making sure 

that online content is removed. The lack of human control 

is also problematic. From the 2023 Transparency Report of 

X (formerly: Twitter) can be inferred that in the Content 

Moderation Team, only one employee is able to speak the 

Dutch language.44 Unjust removal of legitimate content with 

algorithms and AI is therefore a risk that needs to be taken 

seriously.
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The European Commission is the supervisory authority 

for very large platforms, search engines, and the special 

requirements that apply to these service providers.  

These service providers have a particular responsibility in 

the DSA to take action against risks posed by their services. 

Several platforms, such as X, TikTok and Meta, have already 

received requests for information on the dissemination of 

unwanted content on these platforms under the European 

Commission’s DSA. The Commission is therefore taking a 

first step in keeping very large platforms in check with the 

DSA in order to take action against the dissemination of  

disinformation through recommendation algorithms on their 

platforms. The DSA is therefore a valuable tool to understand 

and mitigate specific risks of algorithm and AI use. The DSA 

also enables societies to gain more control over the spread of 

disinformation and misinformation driven by algorithms.

Supervision and control in the 
Netherlands

Algorithms and AI are a system technology and become 

intertwined by all parts of society, including oversight and 

supervision. It is expected that almost all supervisory and 

oversight authorities, agencies and inspectorates will come 

into contact with algorithms and AI when exercising super-

vision or even in the performance of their tasks. Algorithms 

are always used in a specific context. Therefore, sectoral 

knowledge in oversight and supervision is important.  

On the other hand, it is necessary to avoid fragmented over-

sight and supervision. Cooperation is crucial to organizing 

well-functioning and coherent oversight and supervision of 

the development and deployment of algorithms and AI.

The Netherlands has a large number of oversight and 

supervisory organizations to oversee and supervise the 

development and deployment of algorithms and AI.  

These organizations oversee and supervise algorithms and AI, 

monitor their operation and legality, or deal with complaints 

about public and private organizations that use algorithms 

and AI. State institutes, market surveillance authorities and 

inspections carry out a large part of these tasks. In addition, 

the National Ombudsman and local ombudsmen play an 

important role. There are also other public and private or-

ganizations that have a monitoring function, for example for 

specific certifications or quality supervision. Finally, citizens 

and organizations can also go to court to enforce their rights.

Monitoring of algorithms and AI takes place on the basis 

of a variety of existing and new frameworks. Oversight and 

supervisory organizations base their activities on different 

legal frameworks and differences in independence or po-

sitioning. International treaties, European regulations and di-

rectives, as well as national legislation, form a solid basis for 

a large part of the oversight and supervisory organizations. 

These legal frameworks do not often contain specific provi-

sions that focus purely on algorithms and AI or their devel-

opment and deployment. In addition to legislation, oversight 

and supervision can be complemented and strengthened 

by norms and standards. On the one hand, this sometimes 

offers more flexibility in changing circumstances. On the 

other hand, these norms and standards offer less guidance 

for intervention and sanctioning in case of violations.

Multi-layered surveillance is necessary for the applica-

tion of system technology. Oversight and supervision and 

are not always shaped as a direct, one-on-one interaction 

between an oversight or supervisory organization and a su-

pervised organization (the ‘supervised’). Where the number 

of supervised is limited, direct oversight or supervision of an 

organization’s products, services or processes can take place. 

However, in the case of a large number of supervised, it is 

often no longer possible to directly monitor or consistently 

carry out checks. In this case, it can be more effective to use 

layered supervision. For example, internal supervision in an 

organization can be organized, for example as is done by 

appointing a Data Protection Officer (DPO). Such an internal 

supervisor can identify problems and give advice at an early 

stage. And as a strategic advisor, they can protect an organi-

zation and citizens or consumers from violations or un-

wanted risks and effects. Another example of a “supervisory 

layer” is to certify routine procedures or standard products 

and services and have them supervised by a designated 

third-party oversight body, such as an auditor.

Algorithms and AI require an internal structure of super-

vision and control that enables responsible technological 

innovation. Algorithms and AI are being used in an increas-

ing number of sectors. This makes direct monitoring of all 

development and deployment from an oversight of super-

visory organization impossible. In the case of algorithms 
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and AI, layered supervision is more appropriate, because the 

risks, the relationships between actors and their interests 

vary greatly and depend on the specific applications and 

context. From the workplace to the board, attention should 

therefore be paid to identifying, reducing and controlling 

risks in the development and deployment of algorithms and 

AI. This task involves introducing internal positions such as 

an algorithm officer, strengthening knowledge and expertise 

in the organization, or appointing an AI governance board. 

The emergence of initiatives for AI governance is a positive 

development for being in control of Algorithms and AO.

 

Citizens do not always know which oversight or super- 

visory organization they can turn to. For citizens, oversight 

and supervisory organizations are an important safeguard 

against infringements, violations, risks or undesirable effects 

and defend themselves against them. Are there signs that 

standards are being violated? Or is a citizen confronted with 

risks or undesirable effects of algorithms? This person can 

then report this to a number of complaint desks of super-

visors or ombudspersons. A problem here is that due to the 

considerable number of oversight and supervisory organ-

izations in the Netherlands, there is uncertainty among 

many citizens about which organization they can turn to. 

Appealing to specific organizations that are well-known 

like the Ombudsman is usually the only option for people 

to take action if they have a complaint or want to report 

something. The Dutch government provides no comprehen-

sive overview of all oversight and supervisory organizations 

where citizens could effectively seek assistance. This lack of 

information can lead to reduced willingness to report and 

can weaken trust in government and institutions. This is all 

the more true if there is a possible misconduct on the part 

of a public organization. A guiding overview of oversight and 

supervisory organizations, with associated complaint desks 

and mandates, contributes to ensuring access to oversight 

and supervision and the ability to take corrective action. 

Being able to defend against abuses and illegalities in the 

use of algorithms and AI is also an obligation from a human 

rights perspective.

It is important to invest in the cooperation between 

complaint desks to detect algorithmic abuses. Citizens 

with complaints about algorithms and AI should be able 

to go to all relevant complaint desks without obstruction. 

While citizens are not yet complaining in large numbers 

about the negative effects of algorithms and AI experienced 

by them, they should have the opportunity to do so. The fact 

that the number of complaints is limited, is often due to a 

lack of transparency about the use of algorithms. As a result, 

citizens are not aware that there is an algorithm present 

in a specific process. It may also be unclear to citizens that 

the cause of a problem is actually in an algorithmic system. 

In 2024, the DCA will work with relevant organizations that 

have a complaints desk to strengthen the cooperation 

between them. The goal is to recognize the presence of an 

algorithm in an early stage of a complaint and to be able to 

provide citizens with the assistance that is needed.

Insight into the oversight and  
supervision of algorithms and AI  
in the Netherlands

In order to achieve effective oversight and supervision 

of algorithms and AI, it is of great importance to gain 

insight into how oversight and supervision of algorithms 

is currently been done in the Netherlands. In the summer 

of 2023, a survey on algorithm and AI risks and observations 

was sent to 33 oversight and supervisory organizations in  

the Netherlands. Of these, 24 oversight and supervisory 

authorities i completed the survey. The results provide 

insight into the landscape of the oversight and supervision 

of algorithms and AI in the Netherlands. The results of this 

survey show that a majority of respondents are aware of 

the risks and opportunities of algorithms and AI, but that it 

should also be noted that it differs per respondent on how 

much algorithms and AI are part of their day-to-day work. 

Graph 11 gives an overview of the survey results.

 

Two-thirds of the respondents to this survey supervise 

algorithms and AI to some extent. The impact of the use of 

algorithms and AI systems and/or applications varies by sec-

tor and therefore also per supervisor. Two-thirds of respond-

ents say they supervise algorithms to some extent and a 

smaller number structurally oversees the use of algorithms. 

Other respondents are either mainly extra alert to potential 

risks or the group of respondents that do not supervise algo-

rithms, which indicate that it is currently either not present 

or not present enough in their sector. Or that their expertise 

in this field is lacking. 

More than 40% of the respondents to this survey are 

investigating the impact and use of algorithms and AI.  

This ranges from explorations, provision of targeted  

information and investigations into potential algorithm- 

related abuses to violations in which an algorithm plays 

a direct role. These investigations result in guidance for 

organizations and citizens, clarification and explanation of 

standards, advice, warnings and sanctions. 
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Four respondents to this survey received concrete  

complaints or signals from citizens about the use of  

algorithms and AI. One reason for this may be that citizens 

do not know that there is an algorithm in play. For this reason, 

improving transparency in the use of algorithms is one of the 

core themes of the DCA. In addition, the accessibility and 

cooperation between respondents and complaint desks are 

important. The DCA will facilitate this development in 2024.

This survey stressed the need for mutual cooperation. 

The increase in the use of algorithms in requires more 

expertise and collaboration. Almost half of the respondents 

have contact with other respondents about systems and/

or applications in the field of work. And 40% of the respond-

ents sometimes have contact with international partners on 

this issue, often in existing cooperation structures. One of 

the pillars of the DCA is to further strengthen the coopera-

tion between respondents in this area. For example, the AP 

organizes workshops and knowledge sessions will evaluate 

the needs that are present on the basis of this survey. 

The majority of respondents have ambitions and plans to 

do more with algorithms in 2024. A number of respondents 

indicate that they want to start with research pilots to fur-

ther explore the opportunities and risks of using algorithms. 

There is also a strong focus on new legislation, such as the AI 

Act and its impact on the work of respondents. In response, 

employees are increasingly offered training and courses to 

stay up to date on the developments of algorithms and AI. 

Some of the respondents are also recruiting new people for 

their work on algorithms and AI. 

Respondents also use algorithms and AI for their own 

work. Three quarters of the respondents in this survey are 

engaged in expanding the use of algorithms to be able to 

work more in a more targeted and effective way. For exam-

ple, systematic checks where less human capacity is needed 

or the detection of risks and deviations in a sector. Specific 

trends in sectors can also be collected more quickly. This 

shows that the world of oversight and supervision is not that 

different from the rest of society. Of course, respondents 

must also invest in responsible deployment and adequate 

control of algorithms. Transparency is part of this, for exam-

ple by registering algorithms in the Dutch national algorithm 

register.

Regulatory sandboxes

Regulatory sandboxes can be used for the responsible and 

safe development of algorithms and AI. These are environ-

ments in which new methods or technologies can be tried 

under the watchful eye of a supervisor. Depending on its 

purpose, a regulatory sandbox can take different forms. In 

such a sandbox, a supervisor could for example be able to 

intervene quickly if risks manifest themselves. A function 

of the sandbox can be to develop algorithms within the 

existing laws and regulations, and provide guidance, and 

also direction to parties on how to comply with the rules. 

The purpose of a sandbox is to ensure that innovation takes 

place within the legal frameworks. And in doing so, for 

example, identifying and answering difficult legal questions, 

promoting compliance and lowering the threshold to market 

access. The role of oversight and supervision is mainly to 

give direction to developers. Knowledge gained can then be 

shared with the market, so that there is more clarity for all 

0% 50% 100%

Has specific plans for algorithms and AI in 2024

Uses (increasingly) algorithms and AI in its own supervision

Has to some extend a supervisory task concerning algorithms and AI

Has a special department or program for algorithms and AI

Has joint actions with other supervisors on algorithms and AI

Has planned organizational changes to improve supervision of algorithms and AI

Has international cooperation on algorithms and AI

Conducts research into the impact and use of algorithms and AI

Receives notifications or complaints about discrimination, arbitrariness and transparency
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The survey was completed by Dutch supervisory authorities and inspectorates in mid-2023. The AP has received a response from 24 organisations.
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relevant market participants about how to comply with new 

regulations. In addition, laws, regulations, guidelines and 

policies can be tailored to new developments and insights 

gained in a sandbox. 

In the Netherlands, a regulatory sandbox for the AI Act is 

being prepared. Under the AI Act, member states will have 

to offer a sandbox. In this, market surveillance authorities 

guide and advise developers of AI systems, so that they can 

make their systems compliant. In the Netherlands, a group 

of market authorities and inspectorates, together with the 

Ministry of Economic Affairs, are exploring how they can set 

up the Dutch sandbox for the AI Act.
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