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1.	 The AI risk profile continues to 
call for vigilance from everyone  
– from Ministers to citizens  
and from CEOs to consumers –  
because (i) it is difficult to assess 
whether AI applications are 
sufficiently controlled and (ii) 
AI incidents can occur more 
and more frequently, especially 
as AI is increasingly becoming 
intertwined into society.

Consequently, these are still stormy times and this is under-

standable with the emergence of a new system technology. 

A year ago, the observation was that the Netherlands had 

to take steps to get a grip on algorithms. Meanwhile, the 

tumultuous growth of AI technology continues. In addition, 

the emergence of generative AI provides an incentive 

to experiment on a large scale with new AI applications. 

In the coming years, AI will become increasingly deeply 

intertwined with elements of society. This results, both in 

terms of size and nature, in more and newer risks that are 

still difficult to assess. The long-term effects of which are 

also not yet fully understood. Overall, the international 

policy response has been decisive so far. It focuses both on 

traditional supervision and on new forms of testing and 

controlling of for example, the safety of AI systems and 

in combating new cybersecurity risks. At the same time, 

setting up AI regulation is a long-term process. This means 

that organisations – and society as a whole – must continue 

to prepare for future AI incidents. And as long as organisa-

tions still have doubts about their risk management, this 

calls for restraint in the use of AI systems. This concerns both 

systems based on simple static algorithms and complex self-

learning AI, both of which the AP classifies as an ‘AI system’.

2.	Many new AI systems and risks 
(or possible risks) stand out. 
From experimentation by big tech 
companies to the widespread use 
of AI in situations where people 
are vulnerable.

It is striking that big tech companies want to bring new 

applications based on generative AI to the market as quickly 

as possible. This has often been accompanied by mistakes 

and vulnerabilities in the past period that led to emergency 

repair or even the withdrawal of systems. Fundamental 

rights such as non-discrimination and data protection may 

be at stake and there are legality issues in relation to existing 

regulations such as the GDPR, copyright and consumer 

protection. Meanwhile, Dutch organisations are fully 

exploring the further possibilities of more classic AI systems, 

for example for behavioural monitoring via camera analysis, 

employee management, risk selection in the social domain 

and advice on the appropriate level of education for children. 

It is important that information about these systems 

becomes increasingly available through public algorithm 

registration. This is the basis for proactive transparency and 

oversight. See also Chapter 1.

3.	Information provision is essential 
for the functioning of democracy, 
but is under pressure from the 
deployment of AI systems. This 
applies to both moderation and 
distribution of content and, more 
recently, to content creation with 
generative AI.

The use of AI systems affects the online provision of infor-

mation on a large scale. Generative AI makes it possible 

for malicious parties to generate disinformation on a large 

scale. In addition, generative AI has inherent technological 

weaknesses, which also contribute to misinformation and 

discriminatory and stereotypical content. Furthermore, 

disinformation and misinformation have a major impact on 

public debate and the Dutch are very concerned about this. 

Verifying the origin and ‘authenticity’ of content is therefore 

a critical link in both being able to trust content and being 

able to deal with its effects. The information on offer is 

simply too overwhelming, which makes the use of filtering 

Key messages
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what is on offer necessary. However, this moderation is 

largely in the hands of big tech platforms and this could 

jeopardise a diverse range of information. The European 

Digital Services Act demands very large online platforms, 

among other things, to provide openness about moder-

ation and to tackle disinformation. It is striking that the 

number of Dutch-speaking moderators on these platforms 

is decreasing. Because the use of  AI (and generative AI) in 

the online provision of information influences the public 

debate on a large scale, a common ‘information base’ is 

needed to counter polarisation. The extent to which the role 

of AI systems actually affects the functioning of democracy 

at present (or in the future) is difficult to measure, which 

makes it important to keep a finger on the pulse through 

active monitoring and analysis. See also Chapter 2. 

4.	Conditions for adequate 
democratic control of AI systems 
are currently insufficiently met. 

The design of the process for democratic steering and super-

vision of AI systems determines the way in which represent-

atives of the people – from the House of Representatives 

to the municipal council – can have control over AI systems 

used by the government. This guidance and control should 

be possible at every stage of the development, deploy-

ment and evaluation of an AI system. This report explores 

this topic on the basis of the situation in local govern-

ment. Within the public sector, decentralised authorities 

use most AI systems. Democratic control of public AI 

systems is carried out by the representatives of the people, 

together with the court of auditors, the ombudsperson 

and the media. However, these authorities have limited 

capacity and expertise at their disposal. This complicates 

their supervisory role. Survey results show that municipal 

organisations have limited oversight of their AI systems, 

that council members have doubts about the adequacy of 

their AI knowledge, and that only a few local audit institu-

tions conduct sporadic research into AI systems. Nationally, 

investments are desirable in a supporting infrastructure for 

national and local actors, for example via an AI coordination 

centre or via AI centres of expertise. Both to strengthen the 

responsible use of AI, as well as the democratic supervision. 

See also Chapter 3.

5.	Random sampling is a valuable 
tool to reduce risks in profiling 
and selecting AI systems.

Many organisations use algorithms for risk profiling or 

similar processes that distinguish between people and this 

entails fundamental rights risks. This report explores this 

topic using examples in the field of fraud detection.

It is important to always see these algorithms as part of a 

broader process. Virtually everyone is subjected to these 

fraud detection algorithms in different places in society. 

In addition to legality issues – such an algorithm may be 

used in certain situations and certain indicators may be 

used – it is an essential point of attention that errors in 

these algorithms have a major impact. Discrimination and 

over-reliance on the fraud algorithm are two key risks, and to 

counteract them, embedding a random sample in the fraud 

detection process can help to monitor discrimination risks. 

The random sample also contributes to measuring efficiency 

and exploring new types of fraud. The design and operation 

will vary by context but in many cases it is a measure worth 

considering when using an AI system for profiling and 

selecting AI systems. See also Chapter 4. 

6.	The entry into force of the AI 
Act (early August 2024) is a 
milestone, with concerns about 
(i) the long transition period (up 
to 2030) for existing high-risk AI 
systems within the government 
and (ii) whether robust and 
workable product standards will 
be in place in a timely manner.

Some provisions under the AI Act enter into force as early 

as 2025, for example for prohibited AI applications and AI 

literacy within organisations. So there is work to be done 

here, noting that AI applications that will soon be banned 

under the AI Act may already be in conflict with other 

legislation, for example the GDPR. The AP emphasizes that 

the product standards must be completed under high time 

pressure. Timeliness is of the utmost importance but should 

not be at the expense of the content. The product standards 

are decisive for the actual effectiveness and practicability of 

the AI Act. In the meantime, supervisors in the Netherlands 

are working on preparing for new supervisory tasks under 

the AI Act. This has also led to initial recommendations to the 

government. See also Chapter 5. 
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7.	 With regard to the further 
elaboration of the coalition 
agreement, the AP advises 
to continue to give priority 
to algorithm registration by 
government organisations and 
to discuss registration by semi-
public organisations.

The main principles of the coalition agreement contain 

important provisions on algorithms and AI that can 

strengthen current policies. For example, on the use of a 

scientific standard for the use of models and algorithms. It is 

important to see these requirements as part of the provi-

sions of the AI Act and the further elaboration in product 

standards. For example, to prevent proliferation in standards 

(see next section). In the short term, it is important that 

algorithm registration remains a priority. The AP remains 

in favour of making it soon mandatory for government 

organisations to register algorithms. The AP also stresses 

that the scope of such a register must be sufficiently broad 

and that it must be seen in conjunction with the European 

registration obligation for high-risk AI systems under the AI 

Act. This trade-off is not always so simple, even if a particular 

AI system (or algorithm) is a high-risk system or not. 

The focus is on the use of AI systems by organisations, in for 

example, healthcare, education, public housing and public 

transport. This is an essential service but insight into the use 

of AI systems in this sector is cloudy. See also Chapter 5.

8.	The AP is committed to 
increasing the control of 
AI systems, in which (i) a 
proliferation of frameworks 
should be avoided and (ii) a 
recalibration of the national 
AI strategy can contribute 
to the further ecosystem for 
development and control of AI 
systems.

There are various policy developments at home and abroad 

that contribute to identifying and reducing AI-related risks, 

such as the establishment of AI safety institutes, cooperation 

between supervisors and policy makers and the setting up 

of AI Advisory Councils. This can contribute to timely and 

harmonised action when new risks arise. And it provides 

guidance for responsible development and deployment of AI 

systems. At the same time, there is a risk of an abundance of 

initiatives and frameworks. It creates confusion or can even 

be harmful – for example through both intentional and unin-

tentional ethics washing – if frameworks are not concrete 

enough or can be interpreted in multiple ways. In addition 

to the legality issues, the AP makes an effort, through the 

coordinating task, to provide guidance in the control of AI 

systems.

This is being done precisely to support promising and respon-

sible applications. Specific attention is paid to the upcoming 

AI Act. The government can contribute to strengthening the 

entire AI ecosystem by recalibrating the national 2019 AI 

strategy, through maintaining the positive aspects while at 

the same time paying attention to the new challenges posed 

by the more complex, modern AI systems. See also Chapter 5.
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‘AI system’ broadly defined

Recently, there has been a consensus on the meaning 

of the term ‘AI system’. The term AI system is included in 

the AI Act and is based on the OECD global recommen-

dation. Briefly worded, an AI system can – for explicit 

or implicit purposes – infer from input received how to 

generate output. Like making predictions, generating 

content, making recommendations or making decisions. 

This output affects the physical or virtual environment. 

AI systems vary in their degree of autonomy and adapt-

ability when deployed (after the development phase).  

Based on current understanding, the term AI system 

refers to a wide range of applications, from simple 

(static) algorithms to complex AI or self-learning 

AI.  In a recent explanation of the recalibration of the 

definition, the OECD explains, for example, that the 

model that forms the basis of an AI system (there could 

also be several models), can be either manually built 

by human programmers or automatically created, for 

example by unaccompanied, guided or self-reinforcing 

machine learning techniques. The OECD emphasizes in 

the explanatory memorandum that model adjustments 

are often part of the development phase and that the 

model is usually fixed during deployment.  Different AI 

systems vary in their level of autonomy and adaptability 

in deployment. Traditional and simple software develop-

ment, in which people have fully determined which rules 

are applied, falls outside the scope of the term.

The term AI system covers both applications that ‘only’ 

make recommendations to people and applications 

that can make drastic decisions on their own. It is often 

the context and the embedding in a broader task or 

objective that determines the form of the output of an AI 

system. An example is a support system for car drivers. 

Such a system can ‘predict’ that another car is nearby, 

then ‘recommend’ the driver and warn him to brake. But 

the system can also be used in such a way that it inde-

pendently ‘decides’ to brake. In both cases, there is an AI 

system. The knowledge needed to deal responsibly with 

these systems, to be aware of their risks and effects and 

to make responsible decisions about their deployment is 

called ‘AI literacy’.

Guidelines from the European Commission will 

provide further clarification. Guidelines will be 

published on the practical application of the definition  

of an AI system. This will ensure further clarification,  

for instance through examples.
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Overview Risk profile AI & Algorithms Summer 2024

Which AI systems stood out?

•	 �Tech innovations. Impetuous and incident-rich launches 
of generative AI systems by big tech companies.

•	 �Behavioural monitoring. Targeting customers and 
visitors via cameras in supermarkets, gyms and public 
transport.

•	 �Algorithmic management. A management system for 
road authorities at Rijkswaterstaat.

•	 �Housing. Use of AI and scraping for detection of housing 
fraud by housing corporations.

•	 �Testing in education. The attainment test for primary 
school leavers, with an important role for adaptive 
testing.

•	 �Public services. A system for filtering requests for social 
security through machine learning.

What are the noticeable risks?

•	 �‘Rat race’ in tech. Big tech companies are striving for 
rapid market dominance in AI. Quality standards and risk 
management are under pressure.

•	 �Abuse of generative AI. Technology is a panacea for 
malicious people. Risks such as cybersecurity are on the 
rise.

•	 �Provision of information threatened. The use of AI 
systems in the production, moderation and consumption 
of online information has an impact on diversity and 
reliability – possibly with a major impact on public 
debate.

•	 �Democratic control over AI. Governments are not suffi-
ciently equipped to control the deployment of AI systems 
in the public sector. Incidents may therefore be noticed 
too late (or not at all).

•	 �Discrimination in AI systems for selection. Profiling and 
selection systems, for example for fraud detection, are 
still under public scrutiny and detecting discrimination is 
often difficult.

•	 �Timeliness of detailed regulation. It is questionable 
whether clear and solid product standards under the AI 
Act will arrive on time.

•	 �Long transition periods. There is a transition period until 
2030 for existing high-risk AI systems in the public sector.

•	 �You cannot see the forest for the trees.  There is a  
proliferation of frameworks and standards.

What needs to be done?

•	 �European approach to generative AI. Going forward 
with standards for generative AI and striving for global 
convergence.

•	 �AI safety institute. Exploring whether this can be set up, 
and how, in connection with existing supervisory tasks.

•	 �Think before you act. To counteract, in a broad sense, 
an unsurgical urge to experiment. Responsible use of AI 
requires due care.

•	 �AI literacy. Relevant to every citizen. The basis for under-
standing AI systems and being aware of their impacts 
and risks.

•	 �Traceability of information. In a world with AI, the origin 
of the information needs to be known in order to be able 
to verify it.

•	 �Investing in democratic control. Support knowledge, 
capacity and processes in local government, so that 
they use AI systems responsibly and these can also be 
controlled.

•	 �Random samples. A useful validation tool for selecting 
systems that can be embedded in the work process.

•	 �Mandatory algorithm registration.  Maintain regis-
tration of algorithms as a priority for public organisations 
and make it mandatory, with possible extension to the 
non-commercial service sector.

•	 �AI strategy. The tumultuous development of AI calls for a 
reassessment of the national AI strategy.

c t 
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Q U I C K L Y  T O  T H I S  S U B J E C T

1. Overarching  
developments 
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1.1 Main points

Risk management of AI systems is not progressing at the 

same pace as the development and deployment of the 

technology. Policymakers, administrators and society must 

face this reality. This does not mean that we have to accept 

all future incidents in advance but that we have to prepare 

for them.

New technology is best adapted when it is still in its 

infancy. Once the technology has been further developed 

and is already fully deployed, it is much more complicated 

to achieve appropriate risk management.  Just as requiring 

cars to have safety features in advance, such as an airbag, 

has more effect than doing so afterwards, if when everyone 

already has a car without an airbag. Then it takes a dispropor-

tionate amount of time and costs to adjust and the situation 

is already unsafe.

This is cross-border technology, so there must be 

consensus on risk management at least within Europe, but 

preferably worldwide. Without clear principles, regulations, 

standards and social norms, risk management will become 

increasingly difficult. 

Trust in AI systems among Dutch citizens is compara-

tively low and concerns about some AI risks in business 

are growing. More than half of people worldwide respond 

positively to the statement that products and services with 

AI have more advantages than disadvantages. In the Neth-

erlands, this number drops to 36%. A year ago, it was 43%. 

The Netherlands is at the bottom of a list of 32 countries. 

This is shown by an annual global AI monitor from Ipsos. A 

concern that is receiving more attention within the Dutch 

business community is the impact of AI innovations such as, 

generative AI technology, on cyber security. Research by ABN 

Amro, in collaboration with MWM2, shows that more than 

50% of Dutch companies have these concerns. A year ago, it 

was less than a quarter. The biggest concerns are with large 

companies. See also Graph 1.1.

1.2 Turbulent growth of  
AI technology

Many investments in AI technology will ensure the further 

development and spread of AI in the coming years. Gener-

ative AI in particular has seen an explosive rise in venture 

capital investments over the past year and its centre of 

gravity is in the United States. New companies are emerging, 

but established organisations in particular are helping the 

general public to further embrace new AI systems. For 

example; Microsoft is working on the integration of language 

models into commonly used Office packages, Google 
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recently overhauled the most widely used search engine 

to deploy more AI, and Apple is working with OpenAI on 

the integration of language models into Apple’s operating 

systems. According to forecasts by US bank Morgan Stanley, 

AI PCs will take up the majority of the market as early as 

2028.2

However, not all expectations of growth are being met. 

Research by consulting firm BCG shows that the use of 

generative AI can improve employee performance but also 

reduce it. This depends on the task.3 Whereas a year ago 

there was sometimes a perception that generative AI can 

help everywhere, a more realistic picture of opportunities 

in specific application areas is now emerging. In addition, 

total investment in AI fell further last year and the peak was 

in 2021. At that time, the technology sector was boosted by 

various circumstances, including the accelerated digitali-

sation caused by the coronavirus pandemic. The end of the 

pandemic in 2023 coincided with the adjustment of too 

high expectations within the technology sector. This was 

reflected, among other things, in many redundancies in that 

sector. 

In the competition that exists between large tech 

companies, new technology is often launched headlong. 

For Google, more than half of its revenue comes from 

search advertising. Imagine OpenAI developing a more 

user-friendly search engine, for example through collab-

oration with the Microsoft Bing search engine. In such a 

scenario, Google’s business is at stake. That is why tech 

companies are in a hurry to launch new products quickly. 

They see exposure of the product to large parts of society as 

an experiment. For example, Google recently launched the 

new search engine AI-Overviews. When it received a lot of 

criticism, Google responded to this a few weeks later in a 

blog. Among other things, the search engine gave advice on 

the number of stones a person should eat per day.4 Microsoft 

announced a large-scale introduction of Recall, a tool that 

can retrieve everything you have seen on the screen. After 

controversy over the security of this tool, Microsoft rolled 

back the launch.5 OpenAI recently took Sky’s voice offline. 

This voice was launched a week earlier for communication 

with ChatGPT. Sky’s voice sounded too much like the voice 

of actress Scarlett Johansson, with whom OpenAI appeared 

to have been in hasty contact with, in the days before the 

new release.6

1.3 Developments in  
general-purpose AI  

A lot of attention from developers focuses on covering up 

fundamental weaknesses of language models. 

The main basis of language models is the transformer archi-

tecture.7 This model form can supplement text with following 

words based on patterns that the model has come to know 

from existing texts. State-of-the-art models generate text 

that sounds completely natural. However, the models do 

not reason with all the knowledge about the real world. 

This poses fundamental challenges. For example, language 

models can generate text with a completely illogical 

meaning, while the model is certain about the combination 

of words. Many efforts by developers are now aimed at 

allowing the language models in the response to make use of 

additional information, which is verifiably correct. 
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One method of using verifiable information is to fine-tune 

models based on human knowledge. This can be done, for 

example, by showing carefully prepared question-answer 

combinations to a model. Or by having a model learn from 

scores that people give to generated outcomes.8 Another 

method to improve the results is to give more context to 

the question. For example, by including the content of an 

authoritative source in a question, a language model can 

be directed to base answers on that content. A next step 

in this is automating the search for and adding the right 

authoritative sources as context for a question. This is called 

a Retrieval Augmented Generation (RAG) system. 

New AI models, such as for generative AI, are a so-called 

frontier technology and therefore difficult to predict. 

Frontier technologies are technologies that are at the 

intersection of scientific breakthroughs and implementation 

in society. AI is the umbrella term for one such technology 

that has emerged from science and, after a number of 

breakthroughs, is being applied in practice, such as recently 

generative AI. This rapid development and adoption offers us 

only a first glimpse of what things this technology will make 

possible to us and will mean in society. As with many devel-

opments in technology or society, the focus is primarily on 

applications that demonstrate the power of technology. For 

example, how generative AI can generate realistic material. 

But the focus is also on applications that bring convenience 

to people and society or that are particularly valuable, such 

as in the medical sector. There are also surprising applica-

tions, which could not be foreseen or predicted in advance.

AI systems are also used for malicious practices, such as 

social engineering scams. By focusing on certain elements 

of trust, scammers can operate more easily. Where messages 

or e-mail traffic can still be distrusted, many people do rely 

on their senses. People quickly trust an image of a person or 

a digital conversation, provided that the image is credible 

enough. This shows, for example, a recent incident in which 

a multinational company transferred more than $ 25 million 

to fraudsters after an employee was invited to a video call 

with a deepfake version of the CEO. Bona fide applications 

can be regulated on the basis of benevolent actors. Malicious 

applications, on the other hand, are much harder to get a 

grip on. Generative AI has already been used extensively for 

this purpose, for example by making deepfakes for scams, 

pornography or vengeful pornographic images. The opportu-

nities of frontier technology can also be expressed in threats 

and CEO fraud is a good example of this.

1.4 Rise of AI safety institutes

In response to the awareness of the risks of generative 

AI, several AI safety institutes have been launched in the 

past six months. An AI Safety Institute has been established 

in the United Kingdom and the United States. In Europe, 

there is the AI Office, which stems from the European AI 

Act. An important objective of these AI safety institutes is to 

expose the dangers of AI language models and AI language 

models, by testing and evaluating them in different ways.9 

Sometimes these tests take place before AI language models 

become publicly available. The work of these institutes 

aims, among other things, to investigate the possibilities 

for malicious users to misuse advanced AI technologies. The 

policy approach and strategies for these types of institutions 

are still in full development. Due to the fact that advanced 

and multifunctional AI models have a direct global impact, it 

is imperative that AI safety institutes work together as much 

as possible. An important step in this is that a large group of 

countries have recently indicated that they want to work on 
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interoperability AI safety institutes work.10 For example, by 

developing interchangeable test systems and comparable 

assessment frameworks. This enables knowledge sharing 

and a common foundation for testing.

Large language models are still vulnerable to the most 

basic circumvention techniques. This is shown in an initial 

study by an AI Safety Institute into the protective measures 

in large language models. The purpose of these protection 

measures is to prevent malicious users from abusing the 

system to obtain or generate sensitive and harmful infor-

mation circumvention. Such as confidential information 

and/or personal data. But also sensitive information about, 

for example, cyber security or terrorist issues. A first test by 

the British AI Safety Institute of four prominent language 

models shows that these are all very vulnerable to simple 

circumvention techniques. And that with more advanced 

techniques, it is almost always possible to bypass the model 

limitations at least once every five attempts.11 The model 

then provides answers to questions for which it has received 

instructions not to answer them.

AI safety institutes should also look at more risks than just 

misuse. For example, by paying attention to the socio-

technical impact. A finding of the U.S. National AI Advisory 

Committee is that assessing and testing AI safety should 

go beyond just assessing (technical) model vulnerabilities, 

because AI technology is deeply embedded in society. 

AI systems are part of broader processes and are used by 

people. The safety of AI technology must therefore also be 

viewed from a broad sociotechnical perspective.12 Think of 

how doctors, civil servants, teachers or judges assess cases 

in practice and build on suggestions made or partly made 

by generative AI. However, evaluations of this kind are still 

limited. So far, most assessments of advanced AI language 

models have had a technical impact. The suggestion is that 

sociotechnical evaluations offer scope to also look at how 

people deal with this type of AI system and, for example, 

how bias and discrimination are overcome. This also requires 

pilots, phased implementation and impact studies. The 

American AI Safety Institute gives substance to this broad 

interpretation in the recently adopted strategy of this 

institute.13

A policy approach in which AI safety is actively tested as 

part of the public task can also be considered in the Neth-

erlands – this is closely linked to supervision based the AI 

Act. Supervision on the basis of the AI Act ensures compli-

ance of individual systems with product standards. From an 

AI safety task perspective, broader and comparative research 

can be done, for example by testing. This identifies risks and 

guides the further development of standards and the rules 

in the AI Act. Setting up an AI safety task at national level 

also contributes to the cooperation that will be needed 

with the European AI Office and AI safety institutes in other 

countries. If the Netherlands has this knowledge and skill, 

it will also contribute to an ecosystem with international 

appeal for AI developers.14 
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Box 1.1 

AI offers opportunities for people 
with disabilities

The rise of AI brings more and more initiatives which 

can enable people with disabilities to participate 

independently in society. An example is AI glasses that 

can describe the environment to a visually impaired 

user. For example, an obstacle on the street or the text 

on a product in the supermarket. A recent study by the 

Organisation for Economic Cooperation and Develop-

ment (OECD) provides an overview of 142 of these types 

of AI applications for people with disabilities.15

AI applications offer opportunities for the inclusion 

of people with disabilities. For example, the UWV (the 

Dutch Employee Insurance Agency), in collaboration 

with various employers, has tested an AI app for people 

with voice problems and a speech recognition system 

(with machine learning) for the deaf and hard of hearing. 

Based on the pilots, the UWV states that the tech-

nology helps to increase the employment rate of people 

with disabilities, as well as their job satisfaction and 

autonomy.16 

AI also offers opportunities to help people with 

disabilities participate in the democratic process. To 

this end, the EU has, for example, launched the research 

project iDEM, with the aim of developing AI language 

models that make information on public affairs more 

understandable. It also examines whether language 

models can support people with intellectual disabilities 

to express their opinions.17

At the same time, people with disabilities are often at 

risk of being discriminated against by AI systems. The 

Special Rapporteur on Disabled Persons of the United 

Nations has warned society about this. Examples include 

face detection software that does not recognise people 

with facial abnormalities or banking AI systems that see 

incorrect capitalisation in the written loan application 

as an indicator of poor payment behaviour – the latter 

will mostly affect people with dyslexia. The message is 

therefore to be alert to the risks of AI systems for people 

with disabilities. A recommendation is to explicitly take 

limitations into account in the development of AI, for 

example by actively involving people with disabilities in 

the development process. 

The AI Act contains accessibility requirements. 

Providers of high-risk AI systems should ensure that 

those systems comply with accessibility requirements. 

Those requirements concern the way information is 

provided, but also the user interface and functionality. 

1.5 Domestic lessons and  
developments (Netherlands)

Generative AI is definitely making its way into various 

public organisations, for example in healthcare. For 

example, according to the government-wide vision on 

generative AI, the government wants to ‘facilitate knowledge 

sharing about the possibilities for the safe use of generative 

AI by sharing knowledge and practical experience.’18 For 

the time being, the public sector seems to use generative 

AI mainly in experiments and pilots. This at least applies 

to the healthcare sector.19 Examples from that sector also 

show how diverse generative AI is being applied. Healthcare 

institutions are using generative AI for administrative work, 

communicating with patients and summarizing patient 

records.

Every field of application requires context-specific regu-

lation in addition to generic regulation for responsible AI 

use. After all, each field of application has its own existing 

standards. In the financial sector, for example, the use of AI 

should not jeopardise the financial soundness and integrity 

of financial institutions.20 Furthermore, the protection of 

public values and fundamental rights requires different 

practices in different contexts. Sector-specific standards can 

complement general laws that protect fundamental rights, 

such as the AI Act and the GDPR. According to DNB and the 

AFM, there are still very few sector-specific standards for AI 

use in the financial sector. However, there is a growing need 

for sector-specific regulation of AI use.21 
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There is a lot of experimentation with camera systems to 

recognize undesirable behaviour in, for example, shops, 

gyms or public transport. This is relevant because behav-

ioural monitoring can affect emotion recognition. The use 

of such applications in the workplace and in education will 

become a prohibited application under the AI Act from 

February 2025. In other contexts, emotion recognition is 

a high-risk application within the AI Act. However, many 

current experiments use AI-enabled cameras mainly to 

monitor visitors or users. For example, a supermarket chain 

announced the use of a camera system that should be able 

to recognize possible theft. A gym chain plans to use a 

system that could detect aggressive behaviour, emergencies, 

overcrowding, and visitors without a membership.22 Also in 

public transport, a pilot is currently running with a camera 

system that should recognize aggressive behaviour at 

Amsterdam Central Station.23 Such systems may qualify as 

high-risk emotion recognition systems under the AI Act, but 

are in many cases also unlawful under the GDPR.

The Netherlands has a leading role in the development 

and deployment of responsible AI systems and associated 

supervision. Due to major incidents in recent years, risk 

awareness among Dutch policymakers is high when devel-

oping responsible use of AI. According to the Global Index on 

Responsible AI, the Netherlands24 is at the top of the list of 

responsible users of AI. At the same time, incidents, risks and 

negative effects in data chains still regularly occur and the 

ability to learn from previous problems does not yet seem 

to be in place everywhere. This not only shows that the right 

road has been taken but also that continuous attention is 

needed to manage risks from AI systems and seize opportuni-

ties. For example, assisting people. New products for people 

with disabilities use AI to improve quality of life (see Box 1.1). 

The effects and obligations of deploying an AI system are 

rarely one-dimensional. This is visible, for example, in the 

system used by Rijkswaterstaat to optimise the use of road 

authorities in the event of incidents. This system advises 

the reporting centre on available road authorities and the 

shortest arrival times for emergency services in the event of 

an incident. The system also advises where road authorities 

can best be positioned for optimal coverage and minimum 

arrival times. However, this system has caused a stir among 

employees, because it would allow for monitoring of 

behaviour and would impair the autonomy and knowledge 

of road authorities.

According to the Netherlands Court of Audit, Rijkswater-

staat's lacks control over its AI system. Specifically, on the 

model quality, measures and privacy safeguards, the Court of 

Audit found that the system does not meet set requirements 

or criteria. The opinion is that Rijkswaterstaat does not have 

sufficient insight into the accuracy of the model. As a result, 

the organisation does not know how much the deployment 

of the AI system contributes to the faster handling of an 

incident.25 It is remarkable that – in addition to insufficient 

privacy safeguards, which are mandatory under the GDPR – 

the points that score insufficiently largely correspond to the 

points from additional regulations for high-risk systems that 

the AI Act will soon make mandatory. That is why it is all the 

more important to get the control of this AI system in order. 

Many organisations are deploying new forms of fraud 

detection with algorithms. The risks of this have been 

highlighted in particular by the childcare benefits scandal.26 

In the social security domain, for example, housing corpo-

rations use algorithms to detect housing fraud.27 Due to the 

importance of housing, this is a high-risk application for the 

fundamental rights of the individual. One point of attention 

is that such a fraud algorithm is a high-risk system under 

the AI Act. This entails specific requirements for control 

and transparency. Chapter 4 elaborates on the risks of fraud 

algorithms and a measure to control them.

The new attainment test for primary school leavers has 

caused a stir this year. It is remarkable that many of these 

tests are AI systems.28 Ten years ago, digital, adaptive tests 

were introduced in the Netherlands. Schools were given the 

ability to choose between different test providers.29 With an 

adaptive test, each student gets a test with individualized 

questions. The questions gradually become more difficult 

or easier, until the AI system has sufficient certainty to 

come to an opinion about the level of the student. These 

attainment tests have been applied in a new way this year. 

A new standard for the various tests should make them 

comparable, by means of mandatory standard questions. At 

the same time, from this year onwards, schools are obliged 

to comply with the test results when the advice based on 

the transfer test (e.g. pre-university education) is higher 

than the preliminary school advice (e.g. senior general 

secondary education). Schools are now only allowed to 

deviate from the advice on a comply or explain basis. In 

response to the first transfer test, the umbrella organisation 

in primary education (PO raad) indicated that schools could 

not make much sense of the test results and that the results 

did not appear to correspond to the results in the student 

monitoring system.30 The Ministry of Education, Culture 

and Science has since indicated that this year differences 

between the tests have surfaced, that were less clear previ-

ously. That is why the Ministry, together with the Board of 

Testing and Examination (Commissie Toetsen en Examens), 

is investigating the cause of these differences. Attention 
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is also being paid to the adaptive nature of the attainment 

tests.31 

A topical issue in this type of adaptive testing is the extent 

to which current or future requirements for AI systems 

are met. AI systems to determine the appropriate level of 

education, including which system children should have 

access to, are high-risk applications under the AI Act. This 

entails obligations, for example on how transparent the test 

results should be. It is striking that some adaptive attain-

ment tests provide only limited information to children. 

For example, in some tests, students are not shown which 

questions they have answered correctly or incorrectly. The 

ability to keep control is also limited in some adaptive tests. 

For example, students cannot go back to previous questions 

if they want to improve them. Other relevant requirements 

are, for example, that the system predicts with sufficient 

precision and that it does not discriminate. The AI system 

must also be used in such a way that a human controller, 

such as a teacher, can decide not to use the outcome of the 

AI system. The relevant question is how this relates to the 

mandatory character that the test has been given in the 

event of deviations upwards. 

1.6 Steps in quality and  
risk management

AI systems are becoming increasingly intertwined in 

even more processes and systems in our society. There is 

a growing awareness that the deployment of these systems 

often has an impact beyond their mere application. For 

example, when replacing a human assessment in a process. 

Or when further automating checks with an AI system. This 

often has effects that go far beyond just the assessment or 

only the control act. It affects other elements of a process 

or chain. These are changes or effects that are often not 

mapped out in advance and are rarely noticed.

It is understandable that organisations are looking for 

guidance to be able to control these changing processes or 

chains. Innovation also has to go hand in hand with respon-

sibility. Legislation and regulations offer more and more 

tools to set up control. However, as the effects are diverse, 

so is the accompanying legal framework and rarely does 

an organisation that deploys AI systems have a single legal 

framework to adhere to. It will almost always be an interplay 

of general and specific or sectoral legislative frameworks but 

the roles are also more diverse than is often thought at first 

glance. Developers are not always one and the same party. 

For example, if a developer bases applications on a founda-

tion model of a third party. At the same time, an organisa-

tion that deploys an AI system can also be or become the 

developer itself and have multiple roles at the same time.

A conclusive model for adequate control of all AI systems 

is not possible or useful, given the speed of development 

and innovation. However, it is clear that steps are being 

taken by organisations that invest in innovation and control. 

Current applications will only grow in complexity, both 

technologically and in the multiplicity of actors and scale of 

application. Applications that are now visible are just the tip 

of the iceberg. The challenges of controlling current systems 

need to be tackled quickly, so that the backlog in control 

does not make new applications impossible. This requires 

a joint and holistic approach, from multiple legal frame-

works, but also from supervision, business and government. 

And above all from the common desire to be able to take 

advantage of the opportunities offered by AI systems in a 

responsible manner. 
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Box 1.2 

Challenges to fairness in using  
machine learning, without  
arbitrariness and explainability 

Practical initiatives illustrate very well how difficult it 

really is to use AI systems responsibly. An example is 

the ‘Slimme Check’ (smart check) of the municipality of 

Amsterdam. This is an algorithm that indicates whether 

applications for social benefits are worth assessing for ille-

gality.  The Amsterdam algorithm register shows how this 

algorithm would make the assessments more equal and 

effective.  The technical documentation, process overviews, 

social considerations and bias analysis are publicly 

available. However, the uncertainty about the fairness of 

the algorithm turned out to be too great and that is why 

the city council decided not to use the algorithm as a 

precaution.33 

The complexity and ethical dilemmas with such an 

algorithm become clear when you look at the importance 

of the ‘total capacity’ indicator in the research worthi-

ness of an application. People with too much money are 

not entitled to welfare benefits. However, the data show 

that, according to the algorithm, someone with a debt of 

around EUR 8000 is more research-worthy than someone 

without debt. There may be a statistical explanation 

for this, but it is probably hard to accept for the people 

subjected to an assessment. Through progressive insight 

gained from these kinds of practical initiatives, more and 

more standards and quality frameworks are emerging. 

Chapter 5 discusses this further.

In addition, the use of machine learning creates addi-

tional challenges. In the above example, after docu-

mented consideration, the assets of the applicant for 

benefits has been selected as an appropriate risk indicator. 

The reason for this is that this is a ‘core fact’ in the applica-

tion for benefits and that ‘[an applicant] is not entitled to 

assistance if the assets are too large’.34 

However, after calibrating the risk model through 

machine learning, the algorithm gives a greater research 

worthiness to negative abilities than to positive 

abilities. See Graph 1.4 for a simplified representation of 

the marginal contribution of this indicator to risk profiling. 

The effect is counterintuitive, because it is too much 

wealth that prevents social assistance benefits. 

The developers also acknowledge this in the explanation 

of these indicators and put forward various arguments. 

Greater chance 
of control 

Lower chance 
of control

G R A P H  1 . 4 :  T H E  U S E  O F  M A C H I N E  L E A R N I N G  I N  P R A T I C E :  B A S E D  O N  T H E  L A W ,  T H E R E  I S  A  M A X I M U M  E Q U I T Y  P O S S I B L E  I N  O R D E R  
T O  R E C E I V E  A S S I S T A N C E ,  B U T  M A C H I N E  L E A R N I N G  I S  E N G I N E E R E D  T O W A R D S  R E S E A R C H I N G  N E G A T I V E  E Q U I T Y .

Explanation: This graph is a simplified and stylised representation of the documentation on the ‘Researchworthiness Algorithm Smart Check’, an AI system set 
up as a pilot by the municipality of Amsterdam. Through machine learning based on historical data, if all other circumstances remain the same, the risk model 
assigns a greater chance of research worthiness to assistance applicants with a negative equity (i.e. a debt) of around 10,000 euros than to assistance applicants 
with a positive equity or a negative equity of, for example, 20,000 or 30,000 euros.

-EUR 40,000 -EUR 30,000 -EUR 20,000 -EUR 10,000 EUR 0 EUR 10,000 EUR 20,000

Equity of the social assistance claimant 

S O U R C E :  C I T Y  O F  A M S T E R D A M  A L G O R I T H M  R E G I S T E R

Capital limits single person (EUR 7,500) and families, 
cohabitants, single parent (EUR 15,000)
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1.7 National AI Agenda

AI systems offer opportunities for society, which need 

to be actively explored and exploited. Not only by the 

government or the business community but jointly within 

the frameworks and values of society. Legislation and 

regulations provide relevant frameworks but a national 

strategy is needed to define and steer opportunities. In the 

ARR Edition 2, Autumn 2023, the AP35 called for a Delta Plan 

for risk management. However, a strategic delta plan is also 

essential for exploiting opportunities. The current Strategic 

Action Plan on Artificial Intelligence was published in 2019.36 

Relevant developments in technology, and knowledge 

about applications and effects, are missing from this action 

plan due to the rapid pace of development. TNO Vector  

published four papers at the annual symposium ‘Strategic 

autonomy in an open economy’ that provide insights into 

the current role of technologies in national security, energy 

security, knowledge and innovation, but also into the costs 

and benefits of digital autonomy.37 It indicates that targeted 

policy measures are needed, but that they are lacking or that 

there is a lack of understanding of their effects. This supports 

the need to have a clear strategy in addition to policy and 

regulation, which can provide guidance in turbulent times to 

take advantage of opportunities but also to protect citizens 

and society. This requires national choices about invest-

ments, focus areas and core values. But with fast-developing 

technologies, continuous adjustments and updates to the 

strategy also need to be made.

An overarching strategy will strengthen responsible 

developments in the field of AI in the Netherlands. Several 

Dutch initiatives in recent years have shown that the Neth-

erlands is part of the movement towards a more respon-

sible use of AI. Fundamental Rights and Algorithms Impact 

Assessment (FRAIA) shows that there are relatively many 

students graduating in AI here. Researchers from the Neth-

erlands are also very well represented at global conferences 

on responsible AI.38 Even more development, such as the 

aforementioned Smart Check pilot at the city of Amsterdam, 

is being carried out transparently and relevant supervisors 

are thinking together about effective next steps.39 By further 

formulating the Dutch ambitions for the coming years, poli-

cymakers can strengthen these positive developments. The 

second edition of the ARR mentions, under ‘Deltaplan Algo-

rithms & AI: Ambition 2030’, a number of possible themes 

to be reflected in the strategy.40 These range from ‘human 

control’ to the ‘national ecosystem and infrastructure’.

For example, debts are a complicating factor in 

determining the legality of welfare benefits and debts 

should only be deducted from assets if debts have 

to be repaid. At the same time, someone with total 

assets that are positive can also have debts. 

With such an indicator, (i) explainability and (ii) 

the prevention of arbitrariness can be problematic. 

Precisely because the model has been trained with 

historical data (on whether or not someone qualified 

for an assessment), the possibility that this indicator 

– in how it has been calibrated – is¬ a proxy for 

something else must be taken into account. Or that 

it perceives a statistically significant connection to 

something that is not relevant. If there is no clear logic 

with which the actual contribution to the risk assess-

ment of an indicator can be explained, problems arise 

with explainability and the prevention of arbitrariness. 

The AI Act will set high standards for explainability: 

everyone who is subjected to a decision taken with AI 

has the right to a substantive explanation of the role of 

the AI system and the main elements of the decision 

taken. We can assume that individual risk indicators 

are part of these key elements. For a further discussion 

of the challenges in managing AI systems, see the 

Annex.
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Q U I C K L Y  T O  T H I S  S U B J E C T

2. Information provision 
in democracy threatened 
by AI systems  
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News collection and consumption are 

increasingly happening online. Young 

people in particular use social media as 

the main source of news.41 AI systems have 

made a big mark on online information 

provision. In addition, platforms have a 

lot of power in this by deploying addictive 

AI recommendation systems. AI can also 

generate information on a large scale. A 

major risk is the generation and spread 

of disinformation and misinformation. 

The power of platforms and the misuse of 

generative AI endanger the diversity of the 

information landscape, putting democratic 

processes such as elections under pressure. 

The extent to which the functioning of 

the democratic system is actually affected 

is currently difficult to measure. Partly 

motivated by the further rise of AI in the 

coming years, it is therefore important to 

actively monitor this.

Recent events show that AI is increasingly influencing 

public debate. In January 2024, residents of New Hampshire 

in the United States received a deepfake robocall from 

President Biden. An AI-generated robotic voice on the 

phone imitated Biden's voice and called on Democratic 

Party supporters not to go to the polls during the primary 

elections.42 In India, deepfakes flooded the internet during 

the spring 2024 elections. There are many different kinds of 

misleading information: from humour and satire to illegal, 

offensive and harmful content.43 Another example is an 

AI-generated image of a refugee camp in Rafah, which was 

shared tens of millions of times on social media in May 

Disinformation biggest worry of Dutch
people in relation to AI...

...most Dutch people state they will not be able 
to succesfully recognise AI generated content

G R A P H  2 . 1 :  D U T C H  A R E  M O S T  C O N C E R N E D  A B O U T  D I S I N F O R M A T I O N  A N D  T H E I R  A B I L I T Y  T O  R E C O G N I S E  A I

S O U R C E :  W A A G  F U T U R E L A B ,  A P R I L  2 0 2 4  ( L E F T )  E N  A L G O S O C  A I  O P I N I O N  M O N I T O R  2 0 2 4  ( R I G H T )
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This chapter is partly based on public input.   

In the spring of 2024, the AP issued a public call 

for input asking for visions, insights and concerns 

regarding AI systems in the provision of information. 

A dozen responses were received, each bringing their 

own insights, expertise and specific concerns to the 

fore. This knowledge and these insights have been 

used in the development of this chapter, in the prepa-

ration for discussions held on behalf of this chapter, 

and as inspiration for the internal thought process for 

this chapter.
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2024 with the text All Eyes on Rafah. The role of AI in this 

is prominent: a virtual, ‘clean’ image that refers to human 

suffering without shocking encourages users to speak out 

against the war in this way. In addition, it slips through the 

automated moderation systems, which suppress bloody 

photos and critical expressions. Reactions to the post going 

viral are mixed. On the one hand, the AI-generated image 

may not accurately reflect the gravity of the situation in 

Rafah. On the other hand, this ensures a greater reach for the 

message that the post conveys.44 

The Dutch are concerned about the risks of (generative) 

AI on the provision of information in our society. When 

Dutch people are asked about their biggest concerns about 

AI, most people think about the possible influence, spread 

and abuse of fake news, photos and videos. There are also 

concerns that generated information is indistinguishable 

from real (see Graph 2.1).45 46This has a major impact on trust 

in the provision of information. The AP analyses the role of 

AI in the provision of information chapter using the informa-

tion provision cycle: creation, moderation/distribution and 

consumption. To consider the different stages of the cycle 

and the influence through different channels. And to see 

what measures can be taken to reduce the risks as much as 

possible.  

2.1 Creation / production

Generating and producing content is easier than ever with 

generative AI. This makes it possible to quickly create textual 

and audiovisual output that closely matches a specific 

request.47 The problem is that generated content is increas-

ingly difficult to recognize. 

Generative AI makes it possible to generate disinforma-

tion on a large scale. Disinformation is untrue, inaccurate 

or misleading information that is intentionally spread to 

confuse or manipulate people. For example, to gain political 

or ideological support, to put other ideologies in a bad light 

or to create distrust and polarization.48 This can affect demo-

cratic processes, the economy and national security.49 

Generative AI systems also unintentionally produce 

misinformation. Misinformation is spread unintentionally, 

for example because people do not realize that it is false or 

misleading information.50 However, the effects of misinfor-

mation can still be harmful. Because generative AI ‘invents’ 

answers, and cannot distinguish between what is true and 

what is not, errors quickly arise. A language model such as 

ChatGPT regularly provides incorrect information, while 

presenting that information as factual. This spring there 

was a stir because AI systems recommended the spread of 

disinformation and fear-mongering as a campaign strategy 

for the European elections.51 In this way, AI-generated 

misinformation can be unknowingly brought into the world. 

Especially if developers, government organisations and  

users consider such systems to be all knowing or actually 

intelligent.

AI-generated content is increasingly taking the place of 

source content. An example is Google Overview, which 

makes the ‘old’ Google Search disappear by offering an 

AI summary instead of website links as the first result.52 

The quality of the AI search service still leaves something 

to be desired, but in the coming years these kind of AI 

systems will play an increasingly important role on different 

platforms.53 The result is that the classic search engine, 

which organizes the results in a followable way, disappears 

as a result. Sometimes sources are missing, which makes it 

more difficult to fact check where the generated information 

comes from. The reliability of the information is therefore 

unknown and this increases the risk of misinformation. 

At the same time, it is being investigated whether AI 

systems are also suitable for detecting whether AI has 

been used. Special AI detection tools may be able to 

recognize AI texts. For example, certain words and sentence 

constructs are statistically used much more often by AI than 

by human writers.54 

 



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Labelling or watermarking helps to distinguish real 

material from generated material. By 2025, the AI Act will 

make it mandatory to label generated images. This means 

that everyone who makes or distributes a deepfake must 

give openness about the origin and the technique that has 

been used. The aim of this is to stimulate transparency 

about the use of AI and thus prevent manipulative content. 

Developers and platforms are increasingly starting to label 

content.55

More transparency about the origin of information 

helps users to assess whether information is reliable or 

not. A joint initiative of several companies is the Content 

Authenticity Initiative (CP2A).56 This is a coalition of media 

companies, technology companies and NGOs, which 

has developed technical standards that allow, among 

other things, cryptography to verify the origin of images. 

Companies such as the BBC, Microsoft and Google are 

affiliated with C2PA. In March 2024, the BBC used C2PA for 

the first time by providing, under a video, more information 

about its origin and explaining how the video was verified 

for authenticity.57 Under the AI Act, providers of AI tools to 

generate material will also be obliged to apply these types of 

techniques to make generated content recognisable as such.

2.2 Moderation and distribution  
of information

The amount of information available is too large for an 

individual to decide what information is relevant, useful 

and reliable: this is called ‘information overload’.58 Before 

the digital age, newspaper and television newsrooms 

selected what would be offered to the public. Due to the 

increased amount of online information, the gatekeeper 

function of the traditional media has partly disappeared. In 

the digital age, citizens are not only consumers of infor-

mation, they also produce and disseminate information 

themselves. For example, with accessible generative AI tools, 

which became widely available in 2024. In order to make 

these online information flows manageable, AI systems 

filter, as a form of editorial, for information that would be of 

personal interest to the consumer. Where newsrooms make 

substantive choices, AI systems are unable to do so. For 

example, AI cannot distinguish between truths and untruths, 

but it does record what kind of content appeals to the user.

The online information provision is in the hands of a few 

big tech platforms. More than 90 percent of the world's 

population uses Google's search engine.59 Many young 

people are increasingly using the video platform TikTok 

as a search engine.60 Platforms have an online gatekeeper 

function because of this power. 

Big tech platforms largely shape our ‘information diet’: 

what we get to see, but also what we do not get to see. 

A personalized AI system should ensure that users stay on 

their platform for as long as possible, so that they see as 

many ads as possible because bigtech platforms rely heavily 

on advertising for their revenue. Consequently, the person-

alised AI systems are deliberately made addictive. This 

ensures, for example, that many messages are shown that 

evoke emotions.61 Because these platforms mainly focus on 

revenue and not on the most diverse range of information 

possible, this can jeopardise the pluralism, reliability and 

independence of information provision. 

Some governments use moderation to censor information 

on online platforms. This jeopardises freedom of expres-

sion and information.62 According to a Freedom House 

report (2023), at least 22 countries surveyed are using AI to 

remove unwanted political and religious expressions from 

social media platforms.63 The Information Technology Act in 

India has the provision that central government and other 

authorities may issue emergency orders to block and remove 

social media accounts, videos, messages or photos when the 

content is deemed harmful to the public order, peace, sover-

eignty and security of the country. This is widely interpreted 

and frequently used to block and remove critical content.64 

Social media platform X has had to make several critical 

messages from the opposition invisible to the Indian users of 

X.65 The possible danger is that with the use of this provision, 

regulation censorship can be made  easier, go unnoticed and 

widely applied.66  

 

To limit the influence of large platforms on information 

provision, online platforms and search engines required to 

comply with the Digital Services Act (DSA) since August 

2023. This law forces very large online platforms, designated 

by the European Commission, to tackle disinformation (see 

Box 2.2). Platforms are also forced to be more transparent 

about content moderation. Moderators check whether 

content is in line with the terms of the platform and they may 

have to remove content if it is illegal or harmful. Despite the 
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fact that platforms indicated their intention to counter disin-

formation as much as possible, we see a decrease in Dutch-

speaking moderators for almost all platforms (see Graph 2.2). 

 

Platforms need to be transparent about the manner in 

which they moderate information. There should also be 

the possibility to contest the choices of the moderators if 

moderation seems to violate freedom of expression. The DSA 

stipulates that independent organisations can apply for to 

view the status of a trusted flagger. Trustworthy flaggers are 

organisations that detect illegal content and report it to the 

platforms. These notifications should be treated as a matter of 

priority by platforms. The flaggers are supervised by the Digital 

Services Coordinators, who play a key role in regulating the 

DSA. Trusted flaggers are required to publish annual reports.67 

Users should have more influence on the information they 

consume. Positive first steps have been taken in the DSA. 

For very large online platforms, there is an additional obli-

gation that allows users to disable personal recommender 

systems. Several very large online platforms currently offer 

this option.

The distribution of platforms should focus on a diverse 

range of information. The use of addictive recommendation 

and filtering systems may reduce the diversity of media 

offerings. This is detrimental to the public debate. Recom-

mendation systems can also be used to show a diverse 

range of information. In order to protect the core values of 

media policy, the Dutch Media Authority (Commissariaat 

voor de Media), which supervises the media sector, recently 

published an exploration that maps out the effects of AI on 

this. The Box entitled ‘How AI challenges the core values of 

media policy’ provides insight into these effects.

2.3 Consumption of information 

Disinformation and misinformation can lead to growing 

mistrust in the media. Even if the incorrect information has 

already been debunked. Not everyone who sees disinforma-

tion will know afterwards that it was incorrect information. 

The increasing amount of AI-generated content on online 

platforms increases mistrust of information. Many Dutch 

people also think they cannot recognize that content is 

generated by AI. This can cause them to question legitimate 

information. Journalistic evidence can then, for example, 

be put away as deepfake, even though it does contain real 

images or audio recordings.  

 

Through the use of AI, large-scale automated influence is 

applied on the public debate. In its 2022 annual report, the 

Dutch General Intelligence and Security Service states that 

various countries are deliberately circulating disinformation 

in order to give the Dutch population a more positive, but 

incorrect, picture of actions by their country.69 Disinforma-

tion is often spread by anonymous accounts. Increasingly, 

these are bots: accounts that are fully automated and 

controlled by an AI system. In 2023, bots accounted for 49.6 

percent of all internet traffic.70 Bots often operate on a large 

scale, spreading disinformation and thus disrupting the 

social debate. Bots can, among other things, create infor-

mation, like and share messages and interact with users. In 

this way, they present themselves as real people and voters. 

By frequently using hashtags and liking certain messages, 

TikTok (r-as) Instagram* Snapchat LinkedIn X Pinterest
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Box 2.1 

How AI challenges the  
core values of media policy 
By: The Dutch Media Authority

For a functioning democracy, it is essential that everyone 

can form their own opinion. The Dutch Media Authority 

(hereinafter: the Authority) contributes to this by 

monitoring and stimulating an independent, pluralistic 

(various), accessible and safe media offer. To this end, the 

Authority supervises the rules set out in the Media Act 

2008. However, the Authority also puts developments on 

the agenda that have an impact on the aforementioned 

values. AI is one of these developments. There are many 

opportunities in the use of AI, but the use of AI also poses 

risks. Below, we discuss the most important opportunities 

and risks per value.

Reliability of information is a guiding principle underlying 

media policy and closely linked to the core value of inde-

pendence. On the one hand, the Authority sees that the 

use of generative AI can negatively affect the reliability of 

information. Think of the malicious use of AI to generate 

misleading information. Generative AI applications are 

also often not transparent about how they work. This is 

called a black box. This makes it difficult to understand 

how and by whom an image, text or video was created. 

On the other hand, the Authority sees that the use of AI 

can also support journalists and the media. In any case, AI 

must then be used responsibly, for example by means of 

guidelines. Media institutions can draw up these guide-

lines themselves. In doing so, they must indicate which 

use of AI is and is not permitted. A guideline can also 

indicate how and to what extent people are informed 

about the role of AI in the creation of the media offer they 

consume. However, the Authority notes that more trans-

parency can also lead to more mistrust.

AI also poses some risks to media plurality. For example, 

the Authority sees that people may see fewer different 

types of media offerings online through recommendation 

and filtering systems. In addition, companies that develop 

AI applications have a lot of power in the market. For 

example, the infrastructure of AI is largely in the hands 

of a small group of companies. The 'opinion power' that 

these companies have is also increasing. This is because 

big tech affects the aforementioned recommendation 

and filtering systems, and that can determine what kind 

of media offerings people get to see. There are rules, 

for example in the Digital Services Act and the Digital 

Markets Act, that must ensure that the gatekeepers get 

less power.

The Authority also sees that AI offers many opportuni-

ties for the accessibility of the media offer. People with 

hearing or visual impairments in particular can gain 

easier access to the digital world through AI. For example, 

through the use of AI-based automatic subtitling, transla-

tion systems and audio description.

AI can also increase people's online safety. For example, 

by helping to automate age verification and moderate 

harmful media offerings. But the use of AI also carries 

risks with this value. Deepfakes can mislead people 

with realistic AI-generated edits of images, sound clips 

or videos. This can have harmful consequences for the 

democratic process. For example, if deepfakes are used 

to influence elections. To illustrate, in 2023, two days 

before the Slovak elections, a deepfake audio fragment 

of a politician was circulated. Finally, AI applications can 

have negative effects on mental health, especially among 

young people. For instance, look at the addictive algo-

rithms that social media companies use.68 

This Box was written by the Dutch Media Authority, super-

visor of the Media Act. For more information on this topic, 

see the publication ‘Between Bits and Principles: How AI chal-

lenges the core values of media policy’ of June 2024.
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they send the recommendation system, in order to influence 

what kind of messages are and are not displayed.71 72

Disinformation often targets marginalised groups who are 

also disadvantaged or discriminated against in the offline 

world.73 An example is increased anti-Semitism, which 

is increasingly visible online. Much anti-Semitic content 

consists of disinformation, ranging from conservative- 

nationalist reporting to conspiracy theories. AI systems 

play an important role in exposing users to this kind of 

disinformation, misinformation and hatred. This can also be 

seen in the large amount of misogynistic content, which is 

especially aimed at boys. Already after 5 days on the TikTok 

platform, the recommender system can recommend a 

quadrupling of that kind of content on someone's personal 

page, based on innocent interests such as mental health or 

fitness. In this way, young people can end up in online ‘echo 

rooms’ in which misogynistic rhetoric is normalised.74 In 

addition, women are increasingly becoming victims of sexual 

deepfakes (manipulated images).75 Even though artificial 

pornographic material has been a problem for some time, AI 

tools make it easier to create these videos and photos. In the 

Netherlands, too, this is a growing problem among female 

public figures and politicians.76 

A lack of a common ‘information base’ can contribute to 

polarisation. In recent years, interest in following news 

has declined, particularly among 18-34-year-olds.77 The 

news that they do come into contact with, they mainly get 

through social media. In addition, more and more people 

experience the amount of news as tiring. This is espe-

cially true for people who often avoid the news. This is a 

group that covers 8% of the Dutch population (a doubling 

compared to 2017). Social media is also the main source of 

news for them.78 On social media, it is more likely that the 

coverage that does reach them contains incorrect informa-

tion or is manipulative and one-sided. Although the extent 

of the effect of these ‘filter bubbles’ is uncertain, it makes it 

easier for people to come into contact with extreme views. 

Extreme content interacts with the social media, risks losing 

sight of the facts and belief in a shared reality. If this shared 

reality disappears as a common basis, it can contribute to 

a polarized political and social landscape, in which espe-

cially one's own community is trusted.79 Social media and 

AI systems cannot be clearly identified as the cause of this 

development but they do make it more visible. 

 

A combination of measures is needed to reduce the risks 

of AI for the online provision of information. Transparency 

about the origin of digital content is needed to determine the 

reliability of information. Citation, labelling and watermarking 

can help with this. AI can also be used to recognize generated 

content. Many AI detection tools are still relatively new and 

will be further developed in the future. In addition, media 

literacy and algorithmic literacy are necessary to be able to 

handle online information in the right way.  

Al-literacy and media literacy are necessary to participate 

in the digital information society. Media literacy is the set 

of knowledge, skills and mentality that enables citizens to 

move consciously, critically and actively in a digital media 

society.80 There are various initiatives from the government 

to make citizens resilient and media wise.81 Digital literacy, 

for example, will become a mandatory part of the educa-

tional curriculum.82 AI literacy should therefore also be an 

important part of digital literacy. Knowledge of AI systems 

and their risks and impacts is needed to be able to partici-

pate safely in the digital information society. The National 

Centre of Expertise for the Curriculum (SLO) has incorpo-

rated the goal of AI literacy into the concept core goals of 

digital literacy.83 It is important that not only children and 

young people, but also adults become more aware of the 

influence of AI systems on the provision of information. The 

risks of AI for the provision of information can have an affect 

on everyone.  
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Box 2.2 

The Digital Services Act 

The Digital Services Act (DSA) requires very large 

online platforms and very large online search engines to 

take measures against systemic risks, such as threats 

to democracy. Dissemination of disinformation may 

classify as a systemic risk under the DSA. Very large online 

platforms need to take measures to counter this. The DSA 

is initiated by the European Commission (EC) and is appli-

cable in all Member States of the European Union.   

The EC publishes guidelines for very large online 

platforms and search engines to avoid negative effects 

on elections.84 The guidelines further illustrate the 

obligations of platforms and search engines under the 

DSA with concrete examples and best practices. However, 

following the guidelines is not mandatory. Platforms and 

search engines may also comply with the DSA by miti-

gating systemic risks in ways other than those described 

in these guidelines. The success of the measures therefore 

depends heavily on the willingness and interpretation of 

the platforms and search engines.

Some of the concrete proposals in the guidelines are 

specific adaptations of recommender systems to 

protect electoral processes. For example, very large 

online platforms can take measures to ensure that their 

recommender systems do not show demonstrable 

disinformation in elections. Very large online platforms 

must be transparent and clear about such measures. The 

guidelines also propose to increase the recognisability of 

official accounts. This can help to counter the spread of 

disinformation and misinformation on very large online 

platforms. Another example is designing recommender 

systems in such a way that users gain meaningful control 

over the information they consume. 

The guidelines also include specific proposals for gener-

ative AI. The EC recommends very large online platforms 

to watermark AI-generated content. In this way, AI-gener-

ated content is easier to recognize. Information generated 

by AI systems should also be based as much as possible 

on reliable sources in order to avoid incorrect outputs. In 

addition, the guidelines repeatedly mention the impor-

tance of increasing media literacy. Improving algorithmic 

literacy can help citizens to be alert to the possible spread 

of misinformation or disinformation in elections.

The EC, national regulators, civil society organisations 

and the very large online platforms have carried out 

a stress test to see if large platforms are ready for 

election times. The EC ran through different scenarios in 

the stress test and looked at whether the internal proce-

dures and practices of large online platforms and search 

engines effectively counter systemic risks in elections. 

The scenarios include, for example, the spread of political 

deepfakes to mislead voters.85 The EC does not disclose 

the results of the stress test.

Based on the DSA, the EC actively monitors the manage-

ment of systemic risks in elections. The EC has recently 

launched an investigation procedure against Meta. The 

EC suspects that Meta is not complying with its obliga-

tions to manage systemic risk.86 For example, there are 

concerns about the spread of disinformation and the visi-

bility of political messages on Meta platform users feeds.
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AI influences the online information cycle at all stages and through different channels  

Creation & 
production

AI

AI
Moderation & 

distribution

Consumption

AI influences the online information cycle at all stages and through different channels  

Online
Information

Cycle

Channels of Al-related risks Mitigation options

• Pluralism of media needs to be ensured 
• Customizable algorithms on platforms 

to give users more control over content
• Transparency and contestability of 

moderation together with independent 
oversight and trusted flaggers 

• Increasing media literacy for young and old
• Visible labelling of both real content and 

Al-generated content

• Watermarking of both real content and 
Al-generated content

• Quality standards for testing 
generative Al models

• Make content and source material 
verifiable

May lead to
• Loss of insight into reality due to mis- and disinformation and filter bubbles 
• Social polarisation due to lack of a common information base 
• Mistrust in media due to fundamental uncertainty whether information can 

be trusted 

• Concentration risks: Market power makes information provision dependent 
on algorithms of tech companies

• Algorithm design: Incentive to prioritize engagement over quality 
• Moderation risks: Balance needed between safeguarding freedom of 

information and protecting against mis- and disinformation and illegal content

• Abuse: More and more complex disinformation by using Al 
• Hyperrealism: Al-content can no longer be distinguished from real content
• Unconscious errors: Misinformation in Al-generated content 

Trust in information provision decreases and this 
puts democratic processes under pressure
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Q U I C K L Y  T O  T H I S  S U B J E C T

3. Challenges in  
democratic control  
of AI systems
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The shape of the process for democratic supervision and setting frames of reference for 

the use of AI systems determines the way in which representatives of the people can 

exert democratic control on AI systems that are used by the government. This can range 

from the House of Representatives to the city council. Democratic supervision must be 

possible during every phase of development, deployment and evaluation of an AI system. 

This chapter explores this topic through the situation in local government. The insights and 

recommendations are relevant to all levels of government.

Governments use a diverse range of AI systems to automate all kinds of processes.  

This is evident, among other things, from an exploratory study by TNO.87 In recent years, 

automation with AI systems has also led to incidents and fundamental rights violations in 

governments. The local government carries out many tasks, which can have a major impact 

on citizens. Dutch municipalities use a large part of the AI systems in the public sector.88

Survey results show that municipal organisations have limited oversight of their AI 

systems, that council members have doubts about the adequacy of their AI knowledge, 

and that only a few local audit institutions conduct sporadic research into AI systems. 

Municipalities need clear frameworks and rules to shape the democratic control cycle 

for AI systems. Specifically, it concerns clarification of questions such as: (i) how does the 

executive account for the use of AI within their organisation to  councillors (ii) how can 

an external auditor, such as a court of auditors, effectively audit AI systems and (iii) what 

questions could representatives best ask about AI systems and  at what point in time? This 

could include an overarching AI coordination centre and/or centres of expertise to support 

the democratic control cycle of AI systems in public administrations. 

3.1 Case: Democratic control of AI 
systems in local democracy

Municipalities, like other public authorities, use AI 

systems for various purposes – this has led to funda-

mental rights violations in the past. Municipalities use 

AI systems to perform their tasks more efficiently.  For 

example, preventing fraud when registering in the Personal 

Records Database,89 communicating with people who do 

not speak Dutch90 or proactively helping with debts.91 And in 

many municipalities, scan cars are now driving around that 

use AI systems to check for parking violations.92 At present, 

almost 75% of the algorithms registered in the national 

Algorithm Register come from municipal organisations (see 

Graph 5.4 in Chapter 5). Recently, the use of AI by municipali-

ties has led to risks to or breaches of fundamental values and 

fundamental rights on a number of occasions. The AP has 

previously pointed this out, for example in the 2023 annual 

report.93 

This chapter is partly based on a survey among municipal 

organisations, councillors, local courts of auditors and 

local ombudspersons. Together, these organisations ideally 

ensure a responsible and democratically anchored deploy-

ment of AI systems, while keeping an eye on risks and 

incidents. So that municipalities use AI technology in a way 

that contributes to fundamental values and the protection 

of fundamental rights. In total, the survey was answered 

by 85 municipal organisations, 35 courts of auditors and 27 

councillors. The number of local ombudspersons that were 

able to respond to the survey was minimal. The survey was 

set up by the AP and was carried out in March and April 2024. 

Any quoted responses have been translated by the AP.
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3.2 The democratic cycle  
for AI systems

The use of AI systems in the public sector must be part of 

a democratic cycle of direction and accountability. This 

applies at national, regional and local level. Representa-

tives should supervise and set frames of reference for the 

performance of government tasks. This includes the use of 

AI systems in that implementation. In doing so, they can 

build on the work of other institutions, such as the media or 

regulators. Representatives of the people give frameworks 

to an executive authority. This can also indicate whether 

and, if so, how the government can use AI systems. Within 

these frames of reference, the government develops and 

implements an AI policy. The representatives of the people 

then assess the government's use of AI and adjust the policy 

frames of reference based on their judgement. This ideally 

creates a democratic cycle of control and accountability of 

the use of AI systems by governments (see Graph 3.1).

Municipal organisations receive frames of reference 

for their policy from the municipal council and are also 

accountable to the council through the college of mayor 

and aldermen. The city council has a directing (through the 

provision of policy-frames of reference) and a supervisory 

task, in addition to the task of representing the inhabitants.94 

If the college is accountable for how it uses AI systems, the 

city council can pass judgment on this through the supervi-

sory task of the council. 

Local courts of auditors, local ombudspersons and local 

media also monitor the college and can feed the frames of 

reference that are set by the council. For example, auditors 

independently examine the effectiveness, efficiency and 

legality of policies pursued by a municipality.95 If they report 

on the legality of municipal use of AI systems, the municipal 

council can use this to assess the college. Local ombudsper-

sons help citizens with complaints against the local adminis-

tration. The aim is to protect citizens from actions by the 

municipality that harm them. For this purpose, the Ombuds- 

person has extensive investigative powers.96 The results 

of investigations by the ombudspersons can also be used 

to assess and adjust the college. Local media can openly 

question the college critically and can put societal issues on 

the agenda.97 The city council can also make use of this in 

assessing and redirecting the college.
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Explanation: 28% of the municipalities know for sure that they have an overview 
of algorithms and AI systems in the municipality. 26% share this overview at least 
once a year, they share it on request or are able to share the overview. 11% 
received recommendations or results from investigations into algorithms and AI 
from democratic supervisory bodies in the last three years. 92% of municipalities 
say they need frameworks or rules to ensure adequate democratic control 
regarding the use algorithms and AI. Source: AP-survey results (n=85)
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3.3 Challenges in the use of  
AI systems by municipalities

Many municipalities aim to use only a limited number of 

algorithms and AI systems, but are uncertain about their 

estimate. The survey of municipal organisations shows that 

more than half of the smaller municipalities expect to use 

no more than 10 algorithms and AI systems (see Graph 3.2). 

However, the estimates are diverse: Several small municipal-

ities expect to use more than 100 algorithms and AI systems. 

Doubt about this is great, however, especially with smaller 

and medium-sized municipalities that use 50 to 100 algo-

rithms. Almost three-quarters indicate that the estimate is 

uncertain or very uncertain. This uncertainty indicates that 

municipalities still have to take steps to get an overview. This 

is a prerequisite for risk management.

The current uncertainty is understandable, as municipal 

organisations face challenges in terms of knowledge, 

expertise and resources due to their size. The municipal 

challenges on the one hand make the choice to use AI 

systems attractive, but on the other hand make it difficult to 

use these AI systems responsibly. For example, civil servants 

need knowledge in order to assess the value of a purchased AI 

system and to be able to oversee its impact. One municipality 

indicated, in one of its answers to our survey that “it was not 

always known in the past - if we were using an application - 

wheter this [was or was not] the use of AI of algorithms.”  To 

take the next step forward, municipalities need to work on 

sufficient AI literacy (as required by the AI Act as of 1 February 

2025, see Chapter 5). However, limited resources and a chal-

lenging labour market make this difficult. Purchasing or hiring 

expertise is expensive, as is the training of the officials who 

have to deploy and master an application on a daily basis.

Municipalities are not always aware of the impact and 

political nature of choices in the use of AI systems. This 

is a problem, especially since municipalities use AI systems 

in processes that affect people in vulnerable positions, 

for example in the social security domain.98 Until recently, 

municipalities saw the application of AI systems primarily 

as a technical issue and an efficiency measure. Moreover, 

given their size, it is difficult for both small and large 

municipal organisations to get the right information about 

an AI system. As a result, the implications of deploying an AI 

system for fundamental rights and values remain unforsee-

able.99 As stated by a respondent:  

“There is a strong need for independent 
certification for algorithms and AI. Most 
organisations rely on suppliers to gather 
information about an algorithm or AI. They are 
unable to technically and sufficiently test the 
underlying training dataset and the algorithm or 
AI for topics such as bias.” 

Municipalities that are aware of fundamental rights in their 

use of AI systems mainly focus on the right to data protec-

tion.100

Municipal organisations are rarely sharing information 

about AI systems with the city council, courts of auditors 

and councillors. The survey shows that just over 20% of 

municipalities have an overview of AI and algorithms. Also 

just over 20% share this overview actively, or upon request, 

with the other parties in the democratic cycle. A smaller 

proportion (approximately 10%) subsequently also received 

results of research into or advice on AI systems from the 

city council, or auditors such as the Court of Auditors (see 

Graph 3.2). In the explanatory memorandum, for example, 

a municipal organisation does not take the involvement 

of municipal councils or citizens for granted: “Why are 

questions asked about the involvement of citizens and/

or the Council? Will this soon be a legal obligation?” A 

possible best practice for municipal organisations is to 

consider embedding information about AI systems in the 
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of algorithms and AI systems in the municipality. 26% share this overview at least 
once a year, they share it on request or are able to share the overview. 11% 
received recommendations or results from investigations into algorithms and AI 
from democratic supervisory bodies in the last three years. 92% of municipalities 
say they need frameworks or rules to ensure adequate democratic control 
regarding the use algorithms and AI. Source: AP-survey results (n=85)
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regular provision of information. For example, a respondent 

indicates that the algorithms involved are appointed in 

decision-making documents to the city council: 

“In the Council proposal, we include a paragraph 
on the algorithm used to arrive at this proposal 
(policy-making), or to implement this proposal 
(supervision and enforcement).” 

This is in line with the observation that it is still a 

challenge for municipalities to organise their own use of 

AI systems. Responsible use is only possible if there is an 

overview of which AI systems their own organisation uses 

and who is responsible for it. However, research commis-

sioned by the College of Human Rights revealed that the 

responsibilities for AI systems in some municipalities are 

so unclear that the researchers call it an ‘administrative 

spaghetti’:101 in other words: it is hard to untangle. Some 

municipal organisations are also deterred by a broad 

interpretation of the concept of ‘algorithms’ and suggested 

legal obstacles. For example, a respondent replies that “each 

automated application contains a system of algorithms. It 

is not possible to map them, apart from the fact that the 

source code is copyrighted.” It is clear that the mapping of AI 

systems must involve systems that have an impact through 

their output, for example by making predictions, generating 

content, making recommendations or making decisions. 

Hence the importance of the broad but specific definition of 

AI systems (see introduction of this ARR).

There is a great need among municipal organisations 

for frameworks or rules for shaping democratic control 

of AI systems. In the survey, more than 90% of municipal 

organisations agree with the need for such frameworks (see 

Graph 3.3). In explanatory questions, municipal organisa-

tions indicate that they mainly need concrete frameworks 

with little room for interpretation and, on the contrary, a 

lot of certainties. For example, one respondent indicates 

that the “disadvantage so far is that all frameworks in this 

area are extremely vague in terms of definitions or miss the 

mark in this area.“ Another respondent indicates that “the 

assessment framework as well as the estimates to be made 

to classify algorithms are rather complex and, above all, 

subjective.“ Furthermore, a need expressed by yet another 

respondent is to share best practices that municipalities can 

build upon.

3.4 Similar challenges for directing 
and supervising parties

“�Algorithms and AI are not actually discussed in 
municipal councils” 

Three quarters of the councillors who answered the survey 

agree with this statement. Three quarters of the council 

members therefore believe that the council is insufficiently 

able to supervise the use of algorithms and AI (see Graph 3.5).

This is due to a lack of prioritisation, awareness of the 

functioning of AI systems and AI literacy. More than half 

of the council members who answered the survey see this 

as bottlenecks. According to the council members, there 

are various points to pay attention to here. For example, 

a council member indicates that “if it is not discussed, it 

cannot be checked.“ Another councillor indicated that “a lot 

is happening and no one seems to have the overview.  

0% 75%50%25% 100%

As a council member, I have asked questions

about the use of algorithms and AI in the...

The municipal council is insufficiently

able to properly supervise the deployment

Algorithms and AI are not discussed
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This means that we cannot carry out our monitoring task.” 

The lack of in-depth attention is a concern, as it can also 

stand in the way of valuable applications. In the words of a 

councillor:  

“Councillors know nothing about AI. They find 
it scary and [that] creates a lot of resistance.”

Municipal councils are also not always aware of the impact 

and political nature of choices when using AI systems. As a 

result, councils often do not take advantage of the opportu-

nity to set frames of reference for and exercise democratic 

control over AI systems at the municipality. That is according 

to the Rathenau Institute based on its own research from 

2020. The Rathenau Institute found that council members 

did not seem to be sufficiently aware of the impact of 

digital technology. According to the Rathenau Institute, 

councils rarely discuss digitalisation as a subject on which 

political and ethical choices can be made.102 The Council for 

Public Administration (ROB) also concluded that the use 

of AI systems is not sufficiently approached as a moral and 

political issue. The ROB also noted that awareness about 

AI systems is increasing.103 The survey conducted for this 

chapter still gives a similar picture on points. For example, 

a council member indicates that “implementation of the 

policy is taken away from the civil service”. In that sense, it 

can only be called into question through the proper func-

tioning of the civil service and not directly by the instru-

ments used for that purpose.’

Knowledge and expertise in the field of AI technology 

is a challenge for representatives of the people. That 

makes it difficult to realize what questions they have to 

ask when using AI systems at the municipality to check the 

college. However, it is precisely for the task of setting the 

frames of reference that representatives of the people need 

knowledge. The Rathenau Institute found in 2020 that coun-

cillors often consider themselves insufficiently competent 

to judge on digitalisation issues.104 And the survey confirms 

this picture. For example, a council member replies that 

“there is too little knowledge to ask good questions.“ 

However, practical solutions to this are conceivable. For 

example, another council member asks if “there is a sample 

list of questions available somewhere that we can use to ask 

targeted questions?”. 

Limited funding of local democratic institutions makes 

effective supervision and direction more difficult, for 

example for council members. Sufficient funding of the 

municipal council is important because of the part-time 

nature of council membership and the limited size of 

municipal councils, which means that specialization 

among council members is limited. That is why council 

members benefit from the help of, for example, group 

support. However, the average annual budget for this is very 

limited.105 

Courts of auditors are competent but can only conduct 

limited research into algorithms and AI. Fewer than one 

in ten local courts of auditors have conducted research into 

the use of AI and algorithms in the past five years and shared 

public information about this research. More than half of 

the local audit institutions consider themselves competent 

on this subject (and therefore see the subject as part of the 

mandate) – see Graph 3.5. Prominently visible are the activ-

ities of the audit offices of the largest municipalities, such 

as Amsterdam, The Hague and Rotterdam. The Amsterdam 

Metropolitan Area Court of Auditors published an investi-

gation into the application of algorithms in Amsterdam in 

October 2023.106 The Rotterdam Court of Auditors published a 

follow-up study on the use of algorithms in March 2024.107 In 

March 2024, the Court of Auditors announced that it would 

start an exploration into the use of algorithms in The Hague 

in order to arrive at a fully-fledged research design.108 The 

working methods of these local audit offices in large munic-

ipalities can, through best practices, provide inspiration for 

local audit offices in smaller municipalities.
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More than 90% of the local audit institutions do not yet 

know whether they will include algorithms and AI in the 

coming years. This is indicated by local courts of auditors in 

response to the survey. This is partly because many courts of 

auditors – given the new act on the strengthening of decen-

tralised courts of auditors – have only been in existence for 

a short time in their current form. At the same time, most 

local courts of auditors indicate that they are open to the 

subject. In response to the survey, the Courts of Auditors 

indicate that it is an ‘interesting topic’, where they ‘want to 

discuss whether this topic lends itself to an investigation’ 

and also take into account ‘that this investigation should be 

repeated on a regular basis’.

The lack of resources limits the possibilities for courts of 

auditors, councillors and local media to carry out their 

monitoring tasks. Many local audit offices have budgets 

for one or two audits per year. A respondent to the survey 

makes it concrete: “Local courts of auditors, especially of 

small municipalities [have] a very limited time and capacity, 

investigations like these [about algorithms and AI] are 

beyond our capabilities. The commitment of board members 

and total support includes a maximum of one or two days 

per week. The budget for all investigations is EUR 30,000 per 

year.” The basic funding of local broadcasters is also insuffi-

cient, according to both the Fund for Journalism and109 the 

Councils for Public Administration and Culture. Local private 

media also has little money and therefore do not fulfil their 

role as supervisor of the municipality.

3.5 Establishment of decentralised 
government and role of frameworks

A complex local organisation around AI systems compli-

cates democratic control. For many implementation issues, 

colleges nowadays opt for collaborations with other munic-

ipalities.110 Or they opt to outsource tasks to market parties. 

The use of AI systems is also often partially outsourced.111 An 

opaque division of responsibilities not only makes it difficult 

for municipalities to control their own AI systems. It also 

makes it more difficult for supervising parties, such as the 

city council, to assess and adjust the value of municipal use 

of AI systems. This undermines the democratic legitimacy of 

municipal use of AI systems.

The establishment of the local administration also creates 

obstacles in supervising and directing the municipal 

use of AI systems. The financing of the council, court of 

auditors, local broadcaster and councillors presents the 

council with difficult dilemmas when determining the 

municipal budget.112 In addition, many city councils have a 

tight budget.113 Does the council opt for an extension of the 

budget of the council fractions, the local broadcaster, the 

councillors or the court of auditors? In the current situation, 

this is at the expense of the budgets for services that directly 

benefit the residents. National laws and regulations can 

however provide guidance on how the system of control 

and correction works at local level. An example is the act on 

the strengthening of decentralised audit institutions, which 

entered into force on 1 January 2023.

Regulation provides guidance for the deployment of AI 

systems in the public domain. In addition to existing regu-

lations, such as the GDPR, the upcoming AI Act will impose 

obligations on many AI systems used in the public sector. 

In terms of content, it is mainly about anchoring control 

measures that were already advisable or unavoidable. For 

example, it will be mandatory to have a risk management 

system, monitor risks and register AI systems. It is wise to 

make use of the guidance provided by the AI Act as soon as 

possible. See the annex to this ARR for an indication of how 

this control framework is being shaped.

3.6 Recommendations

National politicians and policy makers can help local 

government by supporting local authorities with suffi-

cient resources, knowledge and flexible executive capacity 

for AI supervision and direction. By analogy, these recom-

mendations apply to democratic control at national level, 

and also in relation to the deployment of AI systems in 

implementing organisations and other governance bodies. 

Automating operations through AI systems often seems an 

attractive option, given staff shortages, and the need for effi-

ciency and cost-saving operations. However, the AI paradox 

is that this requires significant investment in an infrastruc-

ture for controlling AI, personnel that is sufficiently trained 

and sufficient personnel for human control of AI systems. 

Consequently, targeted requirements, funding and support 

from national level can contribute to this. 
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An overarching AI coordination centre and/or a centre 

of expertise, which can be used by local authorities to 

supervise and direct the use of AI systems, may have an 

important role to play in this regard. Advice has already 

been published on the possibilities for the distribution of 

knowledge and expertise. For example, in 2021, the Dutch 

Scientific Council for Government Policy (WRR) recom-

mended setting up an AI policy infrastructure, starting with 

a national AI coordination centre. This would, among other 

things, increase the learning capacity of governments in AI 

systems.114 Note that the British Alan Turing Institute could 

provide inspiration for this (see Box 3.1). In recent years, 

many new AI systems, for example for generative AI, have 

only become more complex. This increases the added value 

of national and regional structures to support the deploy-

ment of AI. Think of centres of expertise that can structurally 

help municipal organisations and local audit institutions 

to supervise and direct AI systems. Given the technical 

complexity of AI systems, organisations should not have to 

reinvent the wheel over and over again.

Municipal organisations can help the council and other 

supervisory institutions along the way by means of clear 

AI governance and by proactively involving the council. 

Basically, an overview of your own AI use is the basis for AI 

governance. This enables the council, the court of auditors, 

the councillors and local media to take a critical look at the 

use of AI within the municipality and, if necessary, to adjust 

it. Because such an overview makes it easier, for example, 

to inform the council and gives council members better 

structured information. It is the responsibility of the college 

to further promote the democratic cycle by involving the 

council timely and proactively in issues about AI within the 

municipality. In addition, the college could present choices 

about AI systems as choices in which democratic control 

is desirable, because these choices can have an impact on 

fundamental values and fundamental rights. See also the 

annex to this ARR, including the emphasis on explicit target 

definition and a balanced decision on exploring the deploy-

ment of an AI system.

The Ministry of the Interior and Kingdom Relations is 

developing an algorithm framework. This is currently the 

most important instrument that is being worked on to 

support governments. At the end of June 2024, the State 

Secretary for Digital Affairs and Kingdom Relations indicated 

that the algorithm framework should provide an overview 

of the main requirements for the use of algorithms and AI 

systems. In doing so, the framework is developed in an open 

source manner, in broad working groups in which inter-ad-

ministrative parties participate. The intention is to apply the 

framework to the entire government. The State Secretary 

indicates that the supervisory bodies, such as audit services 

and courts of auditors, supervise the setting of standards.115 

The AP notes that the framework must be as concrete as 

possible to help government organisations. In addition, it 

is important that the framework is not only about (i) the 

requirements for the (quality) control of individual AI systems, 

but also about (ii) requirements for the AI governance of 

government organisations and (iii) how the democratic 

control cycle is shaped. For example, by providing basic infor-

mation that parliamentarians and external bodies can use in 

their supervising and directing tasks. 

The AP points out that it is crucial to align the algorithm 

framework as closely as possible with the binding require-

ments of European regulations, such as the AI Act and the 

GDPR. In the second half of this year, the AP will provide a 

further analysis of the algorithm framework under develop-

ment based on the coordinating algorithm task.

Strengthening control obligations specific to AI systems 

can increase learning capacity. This can be done, for 

example, by requiring public AI systems with impact – from 

simple algorithms to complex models – to be audited. The 

results can be input for the supervisory task for AI systems 

within municipalities. A professional party must then carry 

out these audits according to clear criteria.  Pre-established 

frames of reference can be included in the auditing of public 

AI systems, in order to optimally provide the city council 

and citizens with relevant information. The introduction of 

a statutory audit obligation that strengthens the auditing 

parties and optimally provides them with knowledge and 

information can contribute to the learning capacity of 

municipalities.
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Box 3.1 

Supporting local and regional  
authorities through AI  
knowledge institutes –  
UK experience

The Alan Turing Institute (ATI) is the UK's national 

institute for data science and is the best place for 

public organisations in the UK to address data science 

questions. The institute focuses on gathering knowledge 

and using it in projects in the field of data science and 

AI. In this way, the ATI advises, among other things, the 

public sector in the field of data science. Through the 

ATI, public organisations have one institute to turn to 

for knowledge and assistance in complex AI issues. The 

ATI is financed to a large extent by public research and 

innovation funds.

The London district of Camden approached the ATI to 

develop a vision on data use together with residents 

in 2021. Camden wanted to develop a vision to handle 

personal data more ethically and thoughtfully and to use 

it responsibly in algorithms. During this process, Camden 

was in constantly engaging with residents. Their ideas 

and contributions, collected with a survey and input 

sessions, formed the basis for the final vision.

The external expertise of the ATI contributed to the 

level of public debate and the final policy. The ATI 

helped to inform residents or other lay people well and 

to initiate an entertaining debate. In this way, govern-

ments and residents were given the opportunity to learn 

from each other and they were able to work towards a 

form of agreement and a broadly supported approach. 

The multi-disciplinary approach of the ATI also contrib-

uted to asking as many relevant questions as possible. 

For more information, see the Alan Turing Institute . 

Including information on the Camden Council project.
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Q U I C K L Y  T O  T H I S  S U B J E C T

4. Profiling and  
selecting AI systems: 
Risks and the  
random sample  
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Many organisations use algorithms for profiling or similar processes that distinguish between 

people. This chapter explores this topic through examples in the field of fraud detection.  

It is important to always view these algorithms as an AI system and therefore part of 

a broader process. The risk of discrimination is a recurring theme in this context it can 

occur at various points in the process around a profiling AI system. For example, through 

non-representative data and overreliance on algorithmic outcomes. A random sample can be 

used as a control tool. The advantages of this technique are that algorithms can be monitored 

better and that this technique ensures that there is a human decision in the process. 

Complementing fraud detecting algorithm processes with a random sample is therefore 

recommended in many cases.

4.1 Risk profiling and selection

Many organisations use algorithms to profile and select. 

On the basis of cases from the past, organisations make an 

estimate. This allows them to take action, such as a targeted 

investigation into certain persons. The estimate serves in 

that case as a selection tool to select persons who will be 

examined by an inspector.

An example of profiling and selecting systems are fraud 

detecting algorithms, which almost everyone comes 

into contact with. Insurers use algorithms to search for 

insurance fraud,116 banks use fraud models to check trans-

actions117,  and online platforms search for fraud within new 

user accounts.118 Often a citizen, customer or user does not 

know that a fraud check is taking place. As long as there is no 

suspicion of fraud, the fraud detecting algorithm remains an 

invisible step in the process.

“The lack of safeguards in the 
implementation practice of risk-based 
supervision and the violation of laws and 
regulations have the consequence that 
some people are more likely than others 
to be exposed to the public authorities 
and checked in the context of fraud 
prevention.”
Parliamentary Committee of Inquiry: Blind voor mens en recht, 

7.1 (translation: AP)

Errors in fraud detecting algorithms can have a major 

impact on individuals. In addition to legality issues – 

may such an algorithm be used in certain situations and 

may certain indicators be used– it is important to note  

that errors in these algorithms have a major impact. The 

evidence of this can be seen in the childcare benefits 

scandal. Research by the Dutch Data Protection Authority 

(AP) showed that fraud detection in the childcare allowance 

involved unlawful use of data on dual nationality and 

involved discriminatory processing of personal data.119 The 

Parliamentary Committee of Inquiry concluded that this was 

a violation of the fundamental rights to privacy and to equal 

treatment.120 A second example is the system called Systeem 

Risico Indicatie (SyRI). SyRI was used to detect social security 

fraud. The court ruled that the method violates the right 

to privacy. The court considered that the system was not 

sufficiently transparent and verifiable, while the use of SyRI 

could (unintentionally) entail discriminatory effects.121 A third 

and more recent example is in the controlling of fraud in the 

student housing grant process , where DUO (Dutch excecu-

tive body for education services) used a selection algorithm. 
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An investigation report concluded that there was discrim-

ination, for which the government and DUO subsequently 

apologized.122 In this case, this is an addition concern to 

discrimination associated with the use of indicators such as 

a level of education as a distinguishing factor for fraud risk.123

4.2 Discrimination and  
excessive trust

Risks in the use of fraud algorithms often arise in the 

process steps surrounding the algorithm. The outcomes 

of an algorithm depend on the steps taken in the process 

beforehand and the final impact depends on how the 

outcomes are handled. To illustrate this, a fictitious example 

of a fraud checking process by a travel insurer is schemati-

cally presented.

The algorithm here depends on the submitted claim and 

existing data sources. Next, the algorithm serves here as 

a pre-selection in the fraud checking process: an inspector 

then investigates the cases with a highrisk indication (see 

Graph 4.1).

Discrimination is an important risk when using fraud algo-

rithms. The logical purpose of an algorithm is to distinguish. 

The selection must include fraudsters and not people who 

do not commit fraud. The term ‘discrimination’ here refers 

to Article 21 of the Charter of Fundamental Rights of the 

European Union, which states: ‘Any discrimination based 

on any ground such as sex, race, colour, ethnic or social 

origin, genetic features, language, religion or belief, political 

or any other opinion, membership of a national minority, 

property, birth, disability, age or sexual orientation shall be 

prohibited.’124 A clear example of discrimination is disadvan-

taging a candidate in an application process on the basis 

of gender or nationality.125 Discrimination can occur both 

directly and indirectly. In the case of indirect discrimination, 

no direct distinction is made on the basis of a prohibited 

ground. For example, a postcode as a selection criterion. 

There are postcode areas where many people with a migrant 

background live. If high-risk zip code areas in an algorithm 

coincide with this, there may be indirect discrimination 

based on migration background.126 In addition to discrimina-

tion, there are other risks to fundamental rights associated 

with the deployment of AI systems. These are often linked to 

the field of application of the system. See also Box 4.1.

Unrepresentative data leads to unfair outcomes. A statis-

tical model depends on the data with which it is trained. If a 

group of people is rare in the data, the algorithm will make 

more false predictions for that group. This leads to discrimi-

natory outcomes when an application is unfavourable.127 

Example: Suppose that the travel insurer from the afore-

mentioned example does not have a good system for claims 

that come in another language. These claims first go through 

the fraud algorithm but the data ends up in a different form 

in the database without anyone noticing. The algorithm 

cannot properly learn to deal with claims in another 

language and will make more mistakes in this area.  

Consequently, this may have discriminatory effects.

If a protected group does appear in the data but not in a 

representative way, this can also lead to discrimination.

Example: Suppose the process at the insurer was  

unconsciously biased for some time. As a result, people in  

a protected group are more often referred to as fraudsters.  

Someone has an 
accident during 

their holiday

The insurer 
combines the claim 
with their existing 

record

A fraud algorithm 
provides the first 

selection for 
investigation

• Duration insurance
• Location claim
• Claimed amount
• Number of previous claims

Fraud probability 
estimate

Inspector decides if 
the case is 
fraudulent

Examination by 
inspector of 

selected cases
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The algorithm will adopt this pattern and assign this group 

too high a risk in the future.

A negative feedback loop exacerbates discrimination. The 

algorithm learns from previous fraud cases to find new ones. 

When these new cases are used over time to learn from, a 

feedback loop is created. This feedback loop can exacerbate 

discrimination through selection bias. 

Example: Suppose that, according to the data, claims from a 

certain country are more often fraudulent. Claims from that 

country will then receive a higher risk indication and will be 

investigated more often.  A more intensive search for fraud is 

in itself a way to find more fraud there. When the algorithm 

is retrained, this country will therefore get an even stronger 

focus. This repeats itself: A self-reinforcing feedback loop 

has emerged.

Having sufficient and correct data does not guarantee 

non-discrimination. Characteristics for the intended 

distinction are often related by proxies to the prohibited 

grounds for distinction. 

Example: Suppose that migration background has an 

influence on the country where people go on holiday. 

And with that also indirectly  affect the estimation of the 

algorithm of the chance of fraud. Migration background 

is not observed. Assuming that migration background is a 

prohibited ground for making distinctions, this algorithm 

may discriminate unintentionally. Even when the data used 

to train the algorithm is a perfect reflection of reality. 

Overreliance on algorithms is an important risk. There 

is interaction between the human assessor and the 

outcome of an algorithm. Instead of checking the outcome, 

people tend to quickly assume the outcome for truth: “the 

computer will know.” This phenomenon is also called auto-

mation bias. As a result, it seems as if there is a human inter-

vention as safeguard, when in reality it is limitedly effective.

Overreliance on algorithms gives room for discrimination. 

As previously mentioned, there can be discrimination in 

the predictions of fraud algorithms in various ways. Human 

intervention serves, among other things, as a safeguard 

against discrimination. If human evaluators over-rely on 

algorithms, discriminatory predictions can be adopted. It is 

essential that the human assessor continues to look criti-

cally at the outcome of an algorithm. 

 

G R A P H  4 . 2 :  I F  A  P R O H I B I T E D  G R O U N D  ( U N O B S E R V E D )  H A S  A  R E L A T I O N  
T O  A N  I N D I C A T O R  I N  T H E  A L G O R I T H M ,  T H E R E  I S  A  R A I S E D  R I S K  O F  
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4.3 Random sample

One possible measure to reduce the above mentioned 

risks is the random sample. When a random sample is 

applied, part of the cases are randomly selected to be inves-

tigated for fraud. A random sample of 10% is shown in the 

image (Graph 4.3).

The optimal percentage of cases that the sample should 

select differs per fraud algorithm. An important consider-

ation here is that the sample can only serve as a reference if 

sufficient cases are included.

 

 

 

 

 

Using the random sample as a reference, part of the risks 

of discrimination can be monitored. For example, by using 

the sample as a reference, it can be tracked whether a group 

is not disproportionately represented by the algorithm. The 

importance of random selection for obtaining representa-

tive data has previously been described by the EU Agency 

for Fundamental Rights (FRA).  Again, here is an example of 

travel insurance. 

Example: Suppose that the fraud algorithm of the travel 

insurer selects, for 95% of its cases, claims with nationality 

Y. A random sample is used, and of the fraud found within 

the sample only 15% of people appear to have nationality Y. 

It seems here that the algorithm places a disproportionate 

emphasis on checking people with nationality Y.

Random sampling can reduce the risk of automation bias. 

When a sample provides part of the selection for fraud inves-

tigation, not all investigations are based on a high-risk signal. 

This allows the process to be set up in such a way that the 

inspector does not know whether a case to be investigated 

has been selected randomly. As a result, the inspector can no 

longer rely blindly on the algorithmic results, but is encour-

aged to be critical. 

The group to which the random sample applies varies 

with context. In some applications, a fraud indication will 

not mean selection, but rather an exclusion. Blocking an 

online order is an example of this. In such a case, there is 

a different process overview. A sample can be used here 

through randomly passing on high-risk cases. There are also 

applications where the impact on the randomly selected 

individuals is significant. Think of home visits as part of a 

fraud investigation. A balance of interests is central to this: 

banking on a sample does not directly mean that you can 

search someone's house.

Someone has an 
accident during 

their holiday

The insurer 
combines the claim 
with their existing 

record

Forwarded as 
random sample

A fraud algorithm 
provides the first 

selection for 
investigation

Inspector decides if 
the case is 
fraudulent

Examination by 
inspector of 

selected cases
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In addition to risk reduction, a random sample contributes 

to measuring efficiency and exploring new types of fraud. 

The reference provided by a sample can be seen as a basis 

for comparing the performance of the algorithm. In addition, 

the element of arbitrariness will ensure that unknown and 

new forms of fraud also occur in the data over time. A new 

version of the algorithm can then learn from this.

4.4 Worth considering

The decision to use a random sample depends on the 

impact on the process as a whole. The technique touches 

on different parts of the process and can therefore not be 

weighed against a stand-alone risk. In order to make the 

decision transparent, a system without a sample can be 

compared to a system with a sample (see Graph 4.4).

In many cases, the random sample contributes to a more 

responsible use of profiling and selecting AI systems. 

When using fraud algorithms, the random sample is 

therefore worth considering.

The use of a random sample relates to the AI Act and the 

GDPR. A system around a fraud algorithm must comply 

with legislation (with or without a sample). A profiling or 

selecting AI system processes personal data and thus the 

GDPR applies. In addition, the AI Act will enter into force in 

the coming years. Within the AI Act, it is relevant whether 

an AI system classifies as high-risk. For example, for a fraud 

algorithm for essential government benefits and services, 

this will be the case. Providers of high-risk systems are 

required to identify and mitigate reasonably foreseeable 

risks. Potential discrimination is such a risk. The random 

sample can be used as a control tool.

Certain methods of combating discrimination depend 

on the processing of special personal data. For example, 

to measure whether a group with a certain origin is treated 

differently, information about race or ethnicity will have 

to be processed. These sensitive data, known as ‘special 

personal data’, are given additional protection in the GDPR. 

The processing of special personal data is prohibited, 

unless there is an exception. The AI Act may provide for an 

exception for the processing of special personal data to 

detect or counter discrimination for high-risk AI systems but 

under strict conditions.
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Box 4.1 

Fundamental rights risks in  
deployment of AI systems

  
The use of AI systems can lead directly and indirectly 

to a violation of fundamental rights.  This risk affects 

both very simple algorithms such as decision trees and 

complex systems,for example, those based on neural 

networks. 

A known risk in AI systems can be seen in the right 

to non-discrimination (Article 21 of the EU Charter of 

fundamental rights), but there are also risks to other 

fundamental rights.  Non-discrimination issues often 

stand out because in many cases AI systems are used 

to make a distinction. In addition, it must be explic-

itly examined whether the distinction can be legally 

justified. But there is also the fundamental right to fair 

and just working conditions (Article 31 of the Charter). 

This can be put under pressure by algorithmic manage-

ment. For example, when this impairs healthy, safe or 

dignified working conditions. Another example is the 

protection of personal data (Article 8 of the Charter), a 

fundamental right that ensures that data are processed 

fairly with the consent of the data subject or on the 

basis of a legal framework. AI systems work on the basis 

of large amounts of data which often includes personal 

data. These personal data should be processed lawfully 

and in line with this fundamental right, including in 

the case of an AI system. The AP, as an independent 

authority, monitors to see compliance with these rules.

Two other relevant fundamental rights are freedom 

of information and the right to good administration.  

Both fundamental rights are reflected in this report and 

are relevant in the context of AI systems. The funda-

mental right that affects media freedom and pluralism 

is important in the deployment and use of AI in the 

online information provision (see Chapter 2). The right to 

good administration ensures that matters are dealt with 

impartially, fairly and within a reasonable time by public 

institutions and bodies. The use of simple algorithms and 

AI systems in the public domain has, in recent years, led 

to risks and incidents that are difficult to reconcile with 

this right.

Fundamental rights risks and violations in the deploy-

ment of AI systems still go unnoticed too often.  Even 

where specific legislation does not address all aspects 

of new technology, or where specific legislation does 

not yet exist, fundamental rights will always have to be 

respected and protected. To address this in more detail, 

the AP will present a factsheet on fundamental rights 

risks in the deployment of AI systems later this year.
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Q U I C K L Y  T O  T H I S  S U B J E C T

5. Policies and regulations 
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More and more attention is being paid worldwide to the regulation of AI and algorithms. 

The entry into force of the European AI Act on 1 August 2024 is a milestone. In doing so, 

some provisions will already enter into force on 1 February 2025. For example, provisions 

for prohibited AI applications and for AI literacy within organisations. The long transition 

period (until August 2030) before existing high-risk AI systems within the government 

have to meet all requirements is a matter of concern. Another point of attention is that 

the product standards are completed under high time pressure. These are decisive for 

the actual effectiveness and practicability of the requirements of the AI Act. In the 

meantime, supervisors in the Netherlands are preparing for new supervisory tasks 

under the AI Act. 

The broad coalition agreement of May 2024 provides good starting points for further 

work at national level to adequately manage the risks posed by AI systems. It is 

important that the filling of the algorithm register remains a priority and becomes 

an obligation, with attention to sufficient scope. The work on algorithm frameworks 

provides organisations with a governance tool for AI systems and this is important. At 

the same time, attention must be paid to frameworks that are too non-committal or 

that consciously or unconsciously give room for insufficiently precise or measurable 

standards, which sometimes lag behind or conflict with scientific insights. From the 

point of view of the AP, the appointment of a new cabinet is a moment to review the 

national AI strategy.

5.1 AI Act enters into force

On 1 August 2024, the AI Act will enter into force and begin 

the transitional period before the AI Act will be fully appli-

cable. For companies, governments and other organisations 

that work with AI systems, this is the time to start prepara-

tions to make systems and organisations compliant (see Box 

5.1). Now that the requirements have been established, the 

different parts of the Regulation will enter into force soon, 

but in gradual steps. The first major component to which 

this applies is the provisions on banned AI applications on 

the European market. This section shall enter into force in 

February 2025. Broadly speaking, requirements from other 

components will also enter into force between February 

2025 and August 2027 (see Graph 5.1). 

A great deal remains to be regulated and clarified, both 

at national and European level, in order to ensure that 

these requirements are met in a workable manner. Many 

concepts and procedures in the AI Act require further 

explanation or interpretation. It should also be made clear 

how developers can meet the requirements for high-risk 

AI systems by means of European standards. Furthermore, 

oversight of AI systems at national level needs to be set up 

quickly and with sufficient resources.
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It is also positive that the requirements for AI literacy 

within organisations will be applied quickly. Organisations 

that develop or use AI systems must ensure that there is 

sufficient knowledge of AI among the employees who work 

with the AI systems. The level of knowledge must be in line 

with the experience and training and knowledge of the staff, 

but also with the context in which the AI systems are used 

and how the systems’ user groups can be affected. This is a 

general provision, applicable to all AI systems and will apply 

as early as February 2025. This provision is also an important 

step towards the obligation for users of AI systems to ensure 

adequate human oversight. 

Less positive are the over-extended deadlines given to 

public organisations to comply with the AI Act. Most 

high-risk systems that are of will be t in operation before 

February 2026 will only be required to comply with the AI Act 

if there is a significant change in the design of the system after 

February 2026. AI systems that are subsequently placed on the 

market will have to comply with the requirements imme-

diately. AI systems intended for public sector organisations 

shall comply with the requirements only by February 2030. 

The AP is concerned about the duration of the period for AI 

systems which are intended for government organisations. 

The transitional regime also creates a perverse incentive for 

companies and the government to make significant changes 

before February 2026 and not after that date. Practice has 

shown, especially with existing AI systems – and underlying 

algorithms – that fundamental rights and values may be at 

stake. At the same time, the AP stresses that a higher level of 

ambition is possible and that this can be enshrined in national 

legislation. An executable transition plan for existing high-risk 

AI systems consists of (i) mapping them first, (ii) having public 

organisations draw up a plan on how to make self-developed 

high-risk systems compliant and (iii) prescribing when – 

earlier than February 2030 – these systems must comply with 

the AI Act. In addition, governments should only purchase 

systems that already comply as much as possible with the 

rules in the AI Act.

5.2 Prohibited AI

Some AI applications will be banned as of February 2025, 

but the precise scope of these prohibitions requires 

further clarification and explanation. The bans are an 

important part of the AI Act, as there will soon be systems 

whose placing on the market or putting into service must 

be fully restricted. This will apply to systems that pose an 

unacceptable risk because they for example limit people's 

free choice too much, exploit people or manipulate people. 

Only when a practical and more concrete interpretation 

of the AI systems which are included in the prohibitions is 

quickly made clear, can European supervisors  intervene 

or not intervene. This provides certainty to the market and 

society. The AP therefore welcomes the clarification that 

the European Commission will provide with guidelines. A 

first guideline will specify the definition of an AI system. A 

second guideline will provide more clarity on the implemen-

tation of the prohibited AI applications.

The AP will do a call for input this year to explore the 

concrete implementation of the prohibited AI applica-

tions. Stakeholders will have the possibility to deliver input 

on two prohibited product applications included in the AI 

Act. The aim is to collect knowledge and practical questions 

from organisations, in order to ultimately enable adequate 

supervision and legal certainty. This also provides a basis for 

further policy-making with other European supervisors, for 

example in the context of the guidelines to be developed. 
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5.3 AI standards

European product standards are essential for compliance 

with the AI Act. Such standards provide AI developers 

with guidance on the requirements of the Regulation. In 

the standardization process, however, the time pressure 

is high. Also, the results in the form of product standards 

are not yet freely accessible. Standardisation organisations 

CEN and CENELEC are developing standards to further 

specify the requirements of the AI Act. When organisations 

work according to these standards, it is assumed that their 

high-risk systems meet the requirements set out in the AI 

Act. In practice, the standards will therefore play a major role 

in demonstrating compliance and assessing conformity.

However, the AP is concerned about the speed with 

which the standards must be delivered. Standardisation 

organisations have only three years from the European 

Commission's standardisation request to develop standards.  

However, drafting technical product standards usually takes 

a long time. Moreover, delivering standards for the AI Act is 

even more complex, given the broad focus on both health 

and safety and fundamental rights. Providers and users 

of AI systems should therefore take into account that the 

standards may be available at the same time as, or only after, 

the entry into force of the provisions on high-risk appli-

cations. Policy makers must work on a scenario in which 

organisations must comply with the product requirements 

of the regulation before they can use the standards. 

It remains a point of contention that these product 

standards will in principle only become accessible after 

payment. Especially since these are standards that should 

contribute to the protection of fundamental rights and 

values. Because the standards are not generally acces-

sible, they are less likely to have an impact on the general 

AI literacy that is necessary throughout the organisation 

and society. It also creates an additional threshold for the 

general public to scrutinise an important elaboration of the 

AI Act. At the same time, it should be recognised that it is a 

well-established practice that product standards – and the 

underlying standardisation process – are financed in this 

way. If policy makers choose to make the product standards 

publicly available, a suitable solution must therefore be 

found for this.
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Box 5.1 

Start preparing for the AI Act  

Companies, governments and other organisations that 

use or develop AI would do well to prepare for compli-

ance with the act. We recommend that providers and 

users of AI systems immediately start with an implemen-

tation plan and set up the internal risk management.  

A first step is to identify the systems they develop  

or use and whether they fall within the definition of  

‘AI system’ in the Regulation. Subsequently, they usually 

have to assess whether these systems fall into one of the 

following risk groups:

1.	� Prohibited AI. These systems must be withdrawn 

from the market and their use must be stopped. The 

provisions on prohibited AI will already be in force from 

February 2025. There is also a good chance that these 

systems are already violating the law, such as legisla-

tion in the field of equal treatment, privacy or employ-

ment legislation. 

2.	� High-risk AI. These systems must comply with require-

ments such as risk management, the quality of the 

data used, technical documentation and registration, 

transparency and human oversight. Governments or 

performers of public tasks may be subject to additional 

requirements, such as carrying out a ‘fundamental 

rights impact assessment’.  

3.	� Low-risk AI. Systems intended to engage with individ-

uals or that generate content, such as deepfakes, are 

subject to transparency obligations. If these systems 

are offered or used, people should be informed about 

them.

 

Users of AI systems can already assess whether their 

AI systems comply or will comply with the AI Act. They 

can inform providers to what extent the AI used already 

meets the requirements. When purchasing an AI system, 

it is important to check the purchasing conditions and, 

for example, also pay close attention to what happens to 

data that the AI system processes and how the rights to 

that data are regulated. Work is also ongoing on standard 

contractual clauses for the procurement of AI in the public 

sector from the European public buyers community.130 

Roles and responsibilities in the AI Act may overlap 

and shift. Both providers and users must comply with 

certain obligations. Organisations that develop and use AI 

systems themselves essentially fulfil both roles and must 

therefore comply with all obligations. The roles can also 

shift. Is a purchased system modified or used for another 

purpose? Then an organisation can become a provider of a 

system, which must then, for example, adhere to the rules 

for high-risk systems. We therefore recommend that users 

of AI systems keep a close eye on whether (and if so, how) 

they themselves contribute to the development of the AI 

systems they use.

Developers of AI systems can go to the Dutch regulatory 

sandbox. The AP, the National Inspectorate for Digital 

Infrastructure (RDI) and the Ministry of Economic Affairs 

are working on the preparation of the sandbox. Providers 

will be able to go here in the course of 2026 to solve 

compliance questions about the AI Act. Until then, the 

supervisors will test the functioning of the sandbox and 

its processes in pilot schemes.
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5.4 Supervision of the AI Act in the 
Netherlands

The ongoing preparations in the Netherlands for the 

supervision of the AI Act deserve continued attention. 

In May, the AP, together with the RDI, issued an opinion to 

the ministries of EZK and BZK on how to properly regulate 

the supervision of the AI Act. 131 132 This advice is the result 

of a collaboration of more than ten different supervisors, 

colleges and inspections. The AP has played a coordinating 

role in the drafting of this opinion. In the opinion, the 

supervisors elaborated on how the supervision of the AI 

Act should be organised and who should be designated as 

so-called market surveillance authorities.

The AI Act provides an opportunity to strengthen 

oversight of AI. However, this requires sufficient capacity 

and the right framework conditions. First of all, it must 

quickly become clear which authorities will carry out the 

different parts of the supervision. Then, sufficient budget 

and staff must be made available in time to all supervisors 

involved, so that they can start their tasks (such as infor-

mation and enforcement) on time. Last of all, AI is a system 

technology that is not only regulated by the AI Act. It is 

therefore important that the supervision of the AI Act and 

the existing supervision of existing legislation reinforce 

and complement each other. For example, in the supervi-

sory relationship in the field of consumer protection, data, 

education and employment. Setting up supervision of AI is 

a task in which the RDI also cooperates with UNESCO on 

behalf of the Netherlands and Europe (see Box 5.2).

5.5 International developments in 
AI regulation and policy 

The need to regulate AI is also strongly felt outside the 

EU. Wordwide initiatives are being taken, however with 

differing approaches. Various countries are working hard 

on legislation, standards and principles for the regulation 

of AI However, there is a risk of fragmentation due to lack 

of coordination. Globally, there are different responds to 

the developments around AI. This depends on the specific 

challenges faced by countries and on underlying values 

that are prioritised. For example, the focus in the global 

south is mainly on the opportunities that AI creates for 

the national economy, whereas in Europe and the US, for 

example, policies and regulations are rather focussed on the 

risks of further developed AI.133 This is also in line with the 

differences in risk perception between citizens from these 

regions, as discussed in Chapter 1. In the EU, individual rights 

have an explicit position in internet policy and regulation. 

The US currently shares the European ambition to ensure 

that AI is trustworthy, safe and contributes to the protection 

of human rights. The visions differ in the trade-off between 

stimulating innovation on the one hand and safeguarding 

social values on the other.134 Another angle for AI regulation 

is visible in China, where the national interest is emphati-

cally paramount.135 

International developments increasingly provide a basis 

for cooperation in the development of AI systems. In 

China, a more comprehensive law on AI is on the legislative 

agenda for the first time even though the regulation of 

AI in China has been more patchy so far. Regulation does 

not target AI as a whole, rather its purpose is to get a grip 

on specific systems or products, such as recommender 

systems.136 In addition, in Brazil, for example, there is a new 

law that seeks to regulate the development of AI in a way 

similar to the approach taken by the EU in the AI Act.137 138

It is visible that concepts such as reliability, security and 

human rights are being given more attention in national 

regulatory initiatives worldwide. At the same time, careful 

attention should continue to be paid to the differences in 

challenges, perspectives and regulatory initiatives. Fragmen-

tation in national approaches can lead to tensions when AI is 

used across borders. 

Inclusive international standards and norms can 

contribute to the necessary harmonisation. International 

norms and standards are important for the safe develop-

ment and deployment of AI on a global level, both by private 

parties and by national governments. Inclusive international 

standards can reduce the gap in policy and regulation and 

contribute to harmonised implementations. International 

organisations such as the OECD, UNESCO and the G20 play 

an important role in harmonising standards and regula-

tions.139 

The OECD published an update of the OECD's AI principles 

in early 2024. The use of these principles by OECD member 

countries (currently 38 countries) provides a basis for global 

interoperability between countries. The principles guide the 

trustworthy development of AI and provide recommenda-

tions for government policy and strategy for AI. In 2019, the 

OECD member states signed these principles. The OECD 

has updated the principles this year to reflect new devel-

opments around AI systems, in particular the emergence of 

foundation models and generative AI. The updated version 

addresses challenges to privacy, intellectual property rights, 

security and information integrity in the context of misinfor-
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mation and disinformation. It also underlines the impor-

tance of responsible business conduct and good cooperation 

in policy and governance.140 

A first global resolution on AI was adopted at the United 

Nations in March 2024.141 This non-binding UN resolution 

has been tabled by 122 countries, including China. The 

resolution calls on states to guarantee human rights and 

to ensure the reliable development and deployment of AI 

through regulation and governance. The resolution also calls 

for closing the digital divide, so that countries in which the 

development of AI is less advanced can also benefit from the 

opportunities that AI brings.142 

A global institute for AI governance can be an important 

step towards strong common standards. Although not 

formally binding, the UN resolution reflects an international 

consensus on the standards to be followed in the develop-

ment and use of AI. Previous, similar initiatives have shown 

that such agreements provide guidance for the drafting of 

national policies and regulations.143 Nevertheless, it should 

not be assumed that such standards will reduce fragmen-

tation in national strategies and regulatory initiatives. In 

addition to national governance, an international govern-

ance framework should therefore be developed. 

To explore this, a special advisory body has been set up 

within the UN. The High-Level Advisory Body on Arti-

ficial Intelligence recently delivered the interim report 

‘Governing AI for Humanity’.144 It calls for the strengthening 

of international governance. The advisory body emphasises 

an inclusive global approach to achieving harmonisation. 

This is partly achieved by setting up a global AI govern-

ance framework, which covers the following functions: (i) 

identifying and monitoring AI developments, (ii) building 

consensus on international standards and (iii) monitoring 

systemic vulnerabilities to global stability. A global institute, 

in which various stakeholders are involved, can keep an 

eye on global developments through these activities. And 

these insights can be used to create inclusive international 

norms and standards. It is also important to note that the 

supervision of AI should not be neglected. In response to this 

interim report, the AP, as coordinating algorithm supervisor, 

therefore wrote and published a discussion paper in which 

the importance of national and international supervision in 

the governance of AI is also raised.145 146  After all, supervisory 

authorities are able to monitor developments and risks at an 

early stage. Together, they can contribute to the development 

of guidelines and standards for the responsible use of AI.  

5.6 National developments  
in AI regulation and policy  

The coalition agreement for the formation of the current 

Dutch cabinet contains important provisions on algo-

rithms and AI, which can strengthen current policies. In 

the agreement, it was agreed that there would be a scien-

tific standard for the use of models and algorithms. This 

standard sets out the requirements that these are public and 

exemplary, with a clear instruction for what these models 

and algorithms are, for what they may be used for and for 

what they are not intended to be used for.

The AP welcomes these requirements for the use of 

models and algorithms. However, the requirements 

should be considered in conjunction with the provisions 

of the AI Act. The AI Act contains similar requirements. 

The Regulation requires high-risk systems to meet quality 

requirements, taking into account the purpose of use and 

the generally recognised state of the art. 

One of the requirements of the AI Act is that AI systems 

must be accurate in the purpose of their use. This prevents 

arbitrariness by algorithms and AI systems, which is one 

of the objectives for which the AP is committed to in the 

coordinating algorithm task. The AI Act will lead to the 

development of benchmarks and measurement methods 

for assessing AI systems for accuracy and robustness. For 

example, in cooperation with metrology and benchmarking 

authorities (see Article 15 of the AI Act). 
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The AI Act also states that high-risk AI systems should 

be designed in such a way that their functioning is 

sufficiently transparent. This enables organisations using 

such a system to interpret the output of the system and 

use it appropriately. The instructions for use for a high-risk 

AI system should also address the purpose and level of 

accuracy (see Article 13 of the AI Act). 

The aforementioned coalition agreement sees the benefits 

of the use of AI by the government, but also acts on the 

risks. There is an ambition to strengthen knowledge of digi-

talisation within the government. At the same time, it was 

agreed in the coalition agreement that special conditions 

are attached to the use of AI by the government to ensure 

safety, privacy and legal protection. The AP sees this as a 

positive ambition. The most important tool to manage the 

use of AI by the government is the most proactive possible 

preparation for, and implementation by government organ-

isations of, the requirements of the AI Act. The importance 

of (i) the broad definition of AI system (see Key Messages in 

this ARR) and (ii) a level of ambition for the government that 

exceeds the lower limit in the extended transition period for 

existing AI systems (see the section ‘AI Act enters into force’ 

in this chapter). In addition, the knowledge requirements 

for AI literacy (as of 1 February 2025) provide an opportunity 

to increase the level of knowledge about AI (and therefore 

digitalisation in a broader sense). 

On the basis of the coalition agreement, the new govern-

ment must also make society more resilient against disin-

formation and deepfakes. This is in line with the observa-

tions made by the AP based on its coordinating algorithm 

oversight on the impact of AI on information provision in 

democracy (see Chapter 2 of this ARR) and the emergence 

of deepfakes, which are easier to produce on a large scale by 

generative AI (see Chapters 1 and 2 of this ARR). The agree-

ments to strengthen the approach to digital threats are also 

in line with the risk picture that follows from this ARR. The 

observation is that malicious parties can use (generative) AI 

in a disruptive way (see Chapter 1 of this ARR).

In the short term, it is important that algorithm regis-

tration remains a priority. Registration is essential in 

order to bring transparency to citizens and to gain insight 

into their own algorithm use. Registration is also a good 

basis for risk management. Over the past six months, the 

national Algorithm Register for public organisations has 

been further filled, to more than 400 algorithms (end of June 

2024). It is striking that at the end of 2023 there was a peak 

in the growth of the number of registrations. The national 

Algorithm Register is a good way to respond to the call for 

registration. Keeping enough pace in the growth of this 

register is important to achieve full registration. The growth 

in recent months has mainly come from registrations by 

municipal organisations. It is striking that regulators and 

inspections, water boards, ministries, provinces and regional 

government organisations have so far placed few algorithms 

in the register (see Graph 5.2). 

The government has agreed with the House of Representa-

tives to register all high-risk AI systems within the central 

government by the end of 2025 at the latest. The AP would 

like to see a broader scope and clarity about the conse-

quences if organisations do not meet this deadline. The AP 

remains in favour of registration by government organisations 

being made mandatory quickly. The Algorithm Register could 

also provide insight into the organisational control of AI and 

algorithms, and transition paths to support algorithm regis-

tration and AI control, for the government organisations that 

register AI systems. The AP also stresses that the scope of the 

Algorithm Register must be broad enough. Deciding whether 

or not a particular AI system (or algorithm) is a high-risk 

application can be difficult. That is why it is important that 

political bodies and third parties can also assess this trade-off. 

Algorithm registration provides the basis for this. Registration 

obligations should therefore not be limited to algorithms for 

which it is already certain (in advance) that they are at high 

risk.

An additional point of attention is the extent to which 

algorithms and AI systems in the quaternary sector are in 

sight and registered. Organisations in health care, education, 

public housing and public transport contribute to essential 

services. However, the scope of the current Algorithm Register 

does not extend to these organisations, which are remote 

from the government. At the same time, AI systems are 

increasingly part of how these organisations provide their 

services. Due to the lack of registers, it is currently difficult to 

gain insight into how these organisations use algorithms and 

AI and how risk management is doing.
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Earlier this year, the government published a govern-

ment-wide vision on generative AI. A positive aspect of the 

vision is that it highlights and recognises the risks involved 

in the deployment of generative AI. Privacy and copyright 

risks are specifically identified, as is the potential market 

power of big tech companies. The publication of this vision 

strengthens public debate and can give an impetus to future 

policy. Points of attention that the AP sees are that the tech-

nology is in full development and that the interpretation of 

this is limited. In addition, there are indirect consequences 

that are only taken into account to a limited extent, such  

as algorithm distortion. More attention is also needed for 

society-wide education. The way in which generative AI 

systems meet data protection requirements remains a major 

concern for the AP, as previously highlighted.147 

The government is also working on a new algorithm 

framework. The design of the algorithm framework seems 

supportive. According to the government, the framework 

aims to provide a practical overview of ‘the main existing 

standards [...] and measures that can help with that’. In 

addition, the algorithmic framework includes ‘Guidelines 

and measures that are not mandatory, but serve as guidance 

for safeguarding fundamental values. The requirements of 

the AI Act will still be included’. Points of attention in such 

a support framework are possible non-committal and how 

organisations implement open standards (see also the 

section ‘Frames, standards and tools for the deployment of 

AI’ in this chapter). That is why it is important that there are 

also requirements for the build-up (or enforceable build-up) 

of AI knowledge, AI governance and AI strategies within 

government organisations. This also explicitly requires 

investments in personnel, IT and education, with associated 

financial resources and managerial responsibility within 

organisations. This will make it possible to gradually improve 

the control of the risks of algorithms and AI. 

In the AP's view, the appointment of a new cabinet is also 

a moment to review the national AI strategy. This has 

been discussed earlier in Chapter 1 of this ARR. The current 

national AI strategy is the Strategic Action Plan for AI (SAPAI) 

of October 2019. Due to the turbulent development of AI 

technology over the past four years, it is appropriate to 

review and re-establish the strategy. This is necessary in 

order to respond to new challenges and the further social 

transition that needs to be made in the coming years. 

A national AI advisory board can also play a role in this, as 

policy makers are currently exploring. The AP sees room for 

a multi-stakeholder approach, in which the advisory board 

brings together knowledge from science, supervision, policy, 

practice sectors and also the citizens perspective.
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5.7 Frameworks, standards and tools 
for the deployment of AI

There is a risk of a proliferation of sub-frameworks 

(including review standards and implementation tools) in 

the absence of sufficiently precise, complete and measur-

able standards for AI systems. This entails two risks. First, 

given its partial nature, the broad range of frameworks can 

provide fake certainty. For example, if (i) an implementa-

tion tool gives a lot of freedom of interpretation, (ii) criteria 

are difficult (objectively) to measure or weigh and (iii) 

there are no competence requirements for the users of the 

framework. Secondly, the frameworks can be used selec-

tively to legitimise the deployment and performance of an 

AI system. For example, when a certain framework focuses 

on a certain type of criterion and/or compliance from a 

certain angle (this does not detract from the usefulness and 

necessity of this framework for the intended purpose). It is 

not the intention that the  outcome is applied more broadly 

to other domains or angles from which a system must also 

be assessed. 

At worst, organisations can make the situation appear 

rosier than it is, which can lead to a form of AI ethics 

washing. For example, when an organisation commits itself 

on paper to an ethical risk management of AI and provides 

procedural evidence for this, but in practice does not suffi-

ciently follow up with actual measures to manage the risks 

for a long time. 

A recent report by an international think tank points out 

that there are serious shortcomings in many frameworks 

and instruments. In December 2023, the World Privacy 

Forum published a report on ‘AI supporting governance 

tools’, the umbrella term for guidance, assessment frame-

works, frameworks and similar tools.148 A study of nearly 

20 of these instruments shows that nearly 40 percent refer 

to measurement methods that, according to scientific 

literature, are inappropriate or irrelevant when measuring 

AI systems. One example is prescribing the 80% rule for 

assessing the bias of an AI system, while this is a measure 

that is unsuitable for many applications. It is also striking 

that there are major differences in the form of these types of 

instruments. Sometimes a ‘framework’ is limited to practical 

guidance, possibly supplemented by a questionnaire for a 

self-assessment. In other cases, the framework also includes 

a technical framework, including software, scores and scales 

to assess the outcome, including thresholds to determine 

whether an AI system complies with that framework.
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Box 5.2 

Unesco strengthens AI  
supervision in the Netherlands 
and the European Union   
Bij: National Inspectorate for Digital Infrastructure

The Dutch Authority for Digital Infrastructure and other 

European supervisors face a joint task: effective super-

vision of AI. This task presents supervisors with some 

challenges. AI transcends both physical and digital bound-

aries and therefore requires a coordinated approach. 

Supervisors should also take into account both existing 

and new legislation, such as the AI Act. In addition, there 

is still little clarity in the form of, for example, guidance 

or best practices. And perhaps the most important 

challenge: not all supervisors currently have sufficient 

experience and knowledge of AI supervision.

The Dutch Authority for Digital Infrastructure (RDI) is 

working with UNESCO to develop the capabilities of 

the European regulators to monitor AI. In light of these 

challenges, the RDI, as chair of the European and Dutch 

working groups of AI supervisors, requested support from 

the European Commission on behalf of other European 

supervisors. The European Commission therefore called 

on UNESCO to assist supervisors in the challenges of 

effective supervision of AI. The collaboration comple-

ments existing activities, such as those of the Dutch and 

European working group of AI supervisors.

The mission to UNESCO is: “Provide support to the RDI 

and members of the Dutch and European working groups 

of AI supervisors to strengthen their supervisory capabili-

ties in line with the AI Act and other relevant legislation.“

Cooperation between RDI and UNESCO has a number 

of concrete objectives: First, a baseline measurement 

based on a comprehensive report on the current practices 

of AI supervision in Europe and beyond. AI systems are not 

limited to specific domains and national borders inside or 

outside the EU. Therefore, a broad scope for developments 

is necessary. Second, the development and discussion of 

case studies on AI supervision with the members of the 

European and Dutch working groups chaired by the RDI.  

Third, drafting and disseminating a set of best practices 

for dealing with specific AI oversight issues. Fourth, 

explore approaches and options, and present them to 

relevant stakeholders within AI oversight. A fifth objective 

is to train supervisors, based, among other things, on the 

best practices developed.

In addition to improved capacity, the cooperation 

provides more uniform supervision. UNESCO and the 

RDI focus primarily on inspectors who have to supervise 

AI systems. However, because different supervisors learn 

the same lessons, they are also taught the same supervi-

sory approach. This results in more uniform supervision by 

the various national and European authorities. 

The collaboration will lead to tangible results in the 

short term. A first report will be delivered in mid-2024 

and the other objectives will follow in stages. The goal is 

that the project will be completed by the end of 2025.

This Box was written by the National Inspectorate for Digital 

Infrastructure, which supervises the availability, continuity 

and reliability of the digital infrastructure in the Netherlands.
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Appendix:  
What makes managing  
AI risks so complex?
From impact assessments, ethical standards and implementation frameworks to 

evaluation frameworks, fairness metrics and transparency obligations: all safeguards that 

contribute to the protection of fundamental rights and values when deploying AI systems. 

But how do these concepts relate to the entire life cycle of AI systems? 

There is no silver bullet for managing the risks of AI 

systems. Responsible use of AI within organisations, or 

the provision of AI systems to private end-users, requires 

interaction and coherence between risk control measures in 

the development, deployment and evaluation phase of an AI 

system. But responsible deployment or offering also affects 

the overarching culture, ethics, knowledge and governance 

that are required for this at the level of the organisations 

that develop and/or deploy AI systems. This is precisely why 

it is difficult for organisations to get an overview of the many 

frameworks they are provided with and the corresponding 

perspectives and accents (see also Chapter 5).

The outline in this appendix gives an overview of the 

coherence in the risk management of a simple AI system. 

The sketch provides a non-exhaustive overview of building 

blocks for the risk management of a simple AI system that 

is developed and deployed within the same organisation 

(see infographic). For example, by a government agency. In a 

way, this is the simplest situation that can occur. The control 

framework becomes more complex once multiple organisa-

tions are involved and multiple AI models (algorithms) are 

interrelated in a process based on an AI system. In general, it 

can be said that the required risk management framework 

must be a form of customisation for each individual AI 

system, depending on the objective, autonomy and context 

in which the AI system is deployed.

The foundation of the control of an AI system is provided 

by (i) behavior and culture and (ii) governance of the 

organisation involved in the AI system. For example, the 

importance of ethical awareness, diversity and due diligence 

by individuals involved in the development and deploy-

ment of AI systems is often discussed. These are organisa-

tion-wide issues and the same applies to the AI governance 

of an organisation. Good governance provides clarity about 

who is finally responsible for the deployment of AI within 

the organisation and creates frameworks for how control 

and knowledge of AI take shape within the organisation. An 

example of an overarching organisation-wide requirement 

can be found in Article 4 of the AI Act. This article requires 

organisations which are deploying AI systems to ensure an 

adequate level of AI literacy among their staff.

 

54



At organisational level, the first step is to determine the 

purpose of (the possible exploration of) the deployment 

of an AI system and to make a balanced decision to this 

effect. The sharp determination of the explicit or implicit 

purpose of the AI system provides the basis for the assess-

ment framework: What should the AI system be used 

for? It also allows for a trade-off: What are the benefits of 

the AI system? With what certainty can these benefits be 

achieved? And how do these benefits outweigh the disad-

vantages and risks, and the uncertainty about whether 

these disadvantages and risks actually occur – including 

associated control costs? Proportionality also plays a role in 

this. It is also crucial that it is predetermined that there is an 

intention to deploy or develop an AI system. In the case of 

public organisations, democratic legitimacy also plays a role 

here. Case studies show that this is still often insufficient 

– see chapters 1 and 3, but also the first edition of the ARR 

(summer 2023). 

The continuous risk management of an AI system within 

an organisation then requires a continuous cycle of (i) 

development and implementation, (ii) deployment and 

(iii) evaluation. Within each part of the cycle, there are 

different building blocks, each contributing in their own way 

to the management of AI risks throughout the entire life 

cycle. For example, predetermining the fairness standards 

to be used during the further development and implemen-

tation phase helps to assess whether an AI system meets 

the standards at the end of the evaluation phase. Equally, 

ensuring registration and transparency of an AI system 

allows information about the AI system to be available to the 

public during the deployment phase. This contributes to the 

ability to report (and process) incidents with AI systems.

During the further development and implementation 

phase, extensive testing takes place and the conditions 

are set up that must enable the actual deployment of 

the model AI system. The diagram gives a representation 

of some building blocks that can be thought of. These 

are also partly reflected in requirements from the AI Act, 

but also other laws and regulations. Before the system 

can be deployed, requirements must be met in terms of 

quality control (see, inter alia, Article 17 of the AI Act) and 

risk management – in fact, the cycle of risk identification, 

assessment, evaluation and control measures (see, inter alia, 

Article 9 of the AI Act). When implementing an AI system, a 

first building block is a fundamental rights impact assess-

ment, which may be mandatory for those responsible for 

use (see, inter alia, Article 27 of the AI Act). This assessment 

consists of identifying, weighing and addressing funda-

mental rights risks. Such an assessment can also be partially 

published, or partially published, for example in a register. 

Related to this is the Data Protection Impact Assessment 

(DPIA), which identifies privacy risks in advance and enables 

organisations to take measures to reduce them.

Attention should also be paid to testing, documentation 

and registration in the development of AI. Part of the 

further development is going through a test phase on the 

basis of predetermined assessment criteria and reliability 

thresholds that are appropriate for the intended purpose 

(see, inter alia, Article 9 of the AI Act). Determining fairness 

metrics is linked to this (see, inter alia, Article 10 of the AI 

Act), but at the same time the AI system must be accurate 

in relation to the purpose determination and not lead to 

arbitrariness (see, inter alia, Article 15 of the AI Act). Regis-

tration of an AI system placed on the market contributes 

to transparency and traceability of a system and is for 

AI systems with a high-risk element of the conformity 

procedure to be followed when placing such systems on the 

market (see, inter alia, Article 49 AI Act). Similarly, technical 

documentation for use must be drawn up (see, inter alia, 

Article 11 and Article 13 of the AI Act), which must also guide 

use when implementing an AI system. Furthermore, the 

usability of an AI system depends on data quality, for which 

data governance must also be in order (see, inter alia, Article 

10 of the AI Act).  

During the deployment phase, users and third parties 

should be able to quickly identify and correct hazards 

and incidents with an AI system. A first building block for 

this is logging of the events during the deployment of the 

AI system, so that the cause of incidents can be determined 

(cf. Article 12 of the AI Act that requires developers to build 

in logging capabilities). Excessive trust in systems can limit 

automated decision-making. Should an incident occur, a 

user or third party must be able to report it so that recovery 

is possible (cf. Article 72 AI Act). Transparency and explaina-

bility requirements help to make the involvement of the AI 

system visible to users or third parties (see, inter alia, Articles 

50 and 86 AI Act, but also the GDPR in the area of automated 

decision-making).
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The periodic review of the AI system shall ensure that the 

system is efficient and qualitatively sound and that funda-

mental rights risks are mitigated. Evaluation is part of the 

control cycle prescribed in the risk management framework 

for AI developers (see, inter alia, Article 9 of the AI Act). This 

is also part of the post-commencement monitoring system 

for the AI system. To that end, the developer of the AI system 

shall operate on the basis of a monitoring plan. It is crucial to 

record the evaluation in such a way that necessary corrective 

or preventive measures are laid down. These measures are 

then part of the further development of the AI system.
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Aligning AI systems with fundamental rights and public values requires actions 
throughout the lifecycle of an AI system
Schematic representation of building blocks that contribute to control of a simple AI system developed and deployed within one organization.

Organisation

* Specialist and/or external support supports legitimacy

Input

Active quality and risk management, 
including logging

Human oversight is adequate 
and  overreliance is overcome

Incidents are reportable and 
are immediately followed up

Deployment of AI system 
is apparent to those involved

...

Evaluation

Periodic audit on quality 
and risk management*

Periodic audit on bias 
and non-discrimination*

Periodic audit 
of effectiveness *

Audit results are transparent 
and used for improvement

(Further) development and implementation

Data and data governance for 
AI system are adequate

A fundamental rights assessment 
has been carried out and followed up*

Quality and risk management 
has been set up*

“Fairness” measures for bias testing 
have been established*

The AI system is registered 
and transparent

A DPIA has been carried 
out and followed up*

A test phase has been completed 
and positively evaluated*

The AI system has (statistical) 
significance and it does not 

lead to arbitrariness*

There is technical documentation 
and employees are properly trained

...

Governance: Process control of AI systems  through structural AI governance throughout the entire organisation

Conduct & Culture: Organizational culture ensures attention to diversity, ethics and diligence when deploying AI systems

AI System

Determination of 
purposes to make 
balanced decision 

to (explore) use 
AI system

AI system has substantiated added value and risks are controlled*

...
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This is the third edition of the ARR, which is published 

biannually. The content is based on the knowledge obtained 

through the AP's monitoring network. Such as desk analysis 

and interviews with more than one hundred relevant 

national and international organisations. However, devel-

opments are moving fast and the view is still incomplete on 

many fronts. With this in mind, the AP nevertheless tries to 

form the best possible picture of current risks and develop-

ments in control measuresand to link policy recommenda-

tions to this in a constructive way. Nevertheless, errors or 

omissions in this ARR are possible.

AI systems automate, at their core, actions and decisions 

that people previously made. Or that were not possible in 

this way before. Simply put, we are talking about algorithms 

and AI. This ranges from relatively simple applications, in 

which a single algorithm functions on the basis of static 

decision rules, to very complex applications of machine 

learning or neural networks. The risk analysis in this report 

makes no distinction based on the technical functioning of 

algorithms and AI. This is in line with the policy consensus on 

the meaning of the term ‘AI system’ (see Box ‘AI system as a 

broad definition’). 

The AI & Algorithmic Risk Report Netherlands (ARR) 

describes trends and developments in risks. These are 

risks in the use of algorithms and AI that can affect individ-

uals, groups of persons or society as a whole. In the end, it 

can also disrupt society. The AP prepares the ARR to make 

stakeholders – private and public organisations, politicians, 

policy makers and the public – aware of these risks in a 

timely manner so that they can take action. There are two 

caveats in the description of trends and developments in 

risks. First, the use of algorithms and AI not only entails risks, 

but can also make positive contributions, also to strengthen 

fundamental values and fundamental rights. The supervision 

focuses on the elimination of risks and elimination of said 

risks. Secondly, the focus in this periodic report is on trends 

and developments. This means that emphasis is placed on 

the analysis, in addition to structural risks.

The ARR does not contain any predictions. With the 

current knowledge and available information, the AP 

wants to provide a compact and understandable picture 

of the current risks of the use of algorithms and AI and the 

challenges in managing these risks. Where possible, the AP 

makes proposals for policies that can counteract risks. This 

should not be seen as concrete guidance. The analyses and 

recommendations in the ARR provide organisations and 

policy makers with insights to reduce the risk of undesirable 

effects when using algorithms. The ARR can also be used 

to better understand algorithms and AI and to strengthen 

dialogue on opportunities and risks of algorithms in society.

The ARR remains a work in progress and can contain 

errors. The Netherlands is a global leader in working on 

careful control of algorithms and AI, so that its deployment 

is at the service of people and society. The design of the 

coordinating AI and algorithm oversight at the AP and the 

periodic system analyses in this ARR are examples of this. 

This new task started last year and is under construction. 

The first edition of the ARR (summer 2023) focused on the 

work of the DCA.

Explanation of this report
This report is about systems and applications of algorithms and artificial intelligence (AI) 

that can have an impact on people and society. 

Get in touch with us. Your comments on the ARR and 

suggestions are welcome. You can send an email to  

dca@autoriteitpersoonsgegevens.nl
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